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l. Introduction

The CoreGRID Network is funded by the European Cassion within the European
Union’s Sixth Framework Programme for researchtactinological development. A grant of
8.2 million has been assigned to the project foduaation of four years starting from
September 2004.

CoreGRID comes under the framework of Europe’srinfation Society Technologies (IST)
thematic priority. IST has defined Grid technol@yas a crucial objective that will transform
the European Union into the most competitive knolgeebased economy in the world.

By providing everyone with immense computing powand knowledge — currently

unavailable to even the largest corporations armbrédories — Grids will improve the

competitiveness of European industries and markea era of markets and services
previously perceived as impossible to drive forwdrde impact on our quality of life will be

profound, allowing us to better monitor and modedrgthing from global climate change to
the way cars behave in collisions.

In order to put Europe in front and make sure t&xlegsearch addresses tomorrow’s market
needs, CoreGRID is committed to structuring Europesearch by integrating a critical mass
of expertise and promoting scientific and technmlalgexcellence within and beyond the Grid
research community. Through this commitment, Cor&i5R helping Europe to take Grids
out of research labs and into industry. This itit& marks a critical step in ensuring that
Europe realises the benefits of the informationetgc

Il.  Objectives & structure

The primary objective of the CoreGRID Network of dékence is to build solid
methodological and technological foundations ford@nd peer-to-peer technologies, and to
stay at the forefront of scientific excellence. Sbbjective has been achieved by structuring
integrated research activities carried out by etspén parallel and distributed systems,
middleware, programming models, algorithms, toold environments.

This joint research contributed to realising there@RID vision of a future Grid
infrastructure: seamless integration of the exgstdrid and other emerging architectures
(such as peer-to-peer) using concepts and stanffardsthe World Wide Web Consortium
and other relevant standardisation bodies.

To comply with this long-term objective, the CorelBRNetwork runs a joint programme of
activities (JPA). The JPA integrates and co-ordisdhe activities of the major European
research teams in the field of Grid and peer-ta-pgeehnologies. Composed of well-
established researchers (161 permanent reseammers64 PhD students) from 46 research
centres and universities, the CoreGRID researanddaing high-level expertise in specific
areas. They also influence their national Grid pedr-to-peer programmes, fostering better
long-term integration.

Operated as the European Grid Research Laboratioey JPA is structured around six
research institutes (see Figure 1). Each instiepeesents a research area identified as being
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of strategic importance to ensure the sustainakMeldpment and deployment of Grid
infrastructure:

1. Institute on Knowledge and Data Management: Hagdimformation, data, and
knowledge that are required or produced by a wiglege of diverse processing
services.

2. Institute on Programming Model: Making the prograimgnof Grid infrastructures as

simple and transparent as possible.

3. Institute on Architectural Issues: Scalability, [@adability, Adaptability: studying
adaptive and dependable Grid architectures andcsernto design next generation
Grid middleware. Knowledge Layer, Information Lay€omputation/Data Layer,
Middleware, Data, Knowledge Control.

4. Institute on Grid Information, Resource and WorkflMonitoring Services: Provide
scalable information services to implement a caestsview of the Grid.

5. Institute on Resource Management and Schedulinglresding efficient scheduling
and co-ordination of all relevant resources withi@rid environment.

6. Institute on Grid Systems, Tools and Environmehittegrating various middleware,
tools and applications for problem solving.
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Figure 1: CoreGRID structure

These six institutes benefit from two other typeaofivities: those increasing integration and
fostering collaboration between CoreGRID reseaschand those spreading excellence
outside the network.

This programme of integrated research activitiesied out by the best teams in Europe
meets the goal of a Network of Excellence, as @efiny the European Commission. Driven
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by the principles of integration, dissemination aubtainability, CoreGRID is clearly and
successfully moving towards the accomplishmentsofision for the Next Generation Grid.

Figure 2 gives the organizational map of CoreGRIWo coordinators head the network with
the help of an executive committee (gathering B# tnstitute and activity leaders, the
chairman of the Members General Assembly and ttegtation Monitoring Committee). The

Members General Assembly is the voice of the nékwothin which each CoreGRID partner
is represented. Two other additional boards (Sidiersnd Industrial Advisory Boards) give

advice to the network coordinators. A newparticiptesk force aims at selecting new
members (either full or associate) that want ta jboe network.
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1.  The Consortium

CoreGRID involves 39 full partners and 7 assocratmbers from 19 countries (18 from
Europe).

Full partner name Short name Countr

European Consortium for Informatics and Mathematics ERCIM France
CETIC CETIC Belgium
Institute for Parallel Processing IPP-BAS Bulgaria
Information Science and Technologies Institute CNR-ISTI Italy
French National Research Council CNRS France
Delft University of Technology TUD Netherland
Swiss Federal Institutes of Technology EPFL Switzerland
Fraunhofer Gesellschaft FhG Germany
Forschungszentrum Jilich FZ] Germany
High Performance Computing Centre USTUTT Germany
Institute of Computer Science, Foundation for Research ICS-FORTH Greece

and Technology - Hellas
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National Institute for Research in Nuclear Physics

National Institute for Research in Computer Science and

Control

Royal Institute of Technology

Masaryk University Brno

Poznan Supercomputing and Networking Center
Science and Technology Facilities Counsil
Swedish Institute of Computer Science
Computer and Automation Research Institute
The Queen's University of Belfast

Univertity of Muenster

University of Calabria

University of Cardiff

University of Chile

University of Coimbra

University of Cyprus

University of Dortmund

Université catholique de Louvain a Louvain-la-Neuve
University of Manchester

The University of Newcastle Upon Tyne

University of Passau

University of Pisa

Haute Ecole Spécialisée de Suisse Occidentale
University of Westminster

Technical University of Catalonia

Vrije Universiteit

Zuse Institute Berlin

CYFRONET

University of Innsbruck

CoreGRID FP6-004265

INFN
INRIA

KTH

MU
PSNC
STFC
SICS
SZTAKI
QuUB
WWU
Muenster
UNICAL
UWC
UCHILE
uco
ucy
UNI DO
UCL
UoM
UNCL
UNI
PASSAU
UNIPI
HES-SO
UoW
UPC
VUA
Z1B
CYFRONET
UIBK

Italy
France

Sweden
Czech R.
Poland
UK
Sweden
Hungary
UK

Germany

Italy

UK

Chili
Portugal
Cyprus
Germany
Belgium
UK

UK

Germany

Italy
Switzerland
UK

Spain
Netherland
Germany
Poland
Austria




IC

RAL-CCLRC - VT1
- KTH
U. Belfast SICS
U. Cambridge ) *
U. Manchester ' Umea™U.
S viancnestey FhG
U. Newcastle FZ)
U Wesminster i)elfl :JJ USTUTT
“Je* U.Muenster
* RIDO  yepse
X Uassau CYFRONET
* CETICZIB
UCL' CATNE |* Masaryk U.
INRIA EPFIK,
CNRS * UASF I ()\ SZTAKI
ERCIM
ﬁ UPC ¢ CNR-ISTI 3k % CLPP-BAS
U. Coimbra INFN
New U. Lisbon
U. Calabria
U. Pisa * ICS-FORTH
"//"U-('hi]u CNR-ICAR oo
* U. Sannio U. Cyprus
Institute of High Performance Computing and Networking Italy
New University of Lisbon Portugal
CATNETS Germany
University of Sannio Italy
Umea University Sweden
University of Vienna Austria
Technical Research Centre of Finland Finland

V. Main achievements of the Network

After four years of existence, CoreGRID has careatla place for itself in the international

Grid research arena. It has become one of thediargsearch centres in Grid computing,
encompassing a vast range of research topics suidtn@vledge and data management,
programming models, middleware, resource managearahischeduling, workflow, service

infrastructures and P2P systems, just to cite a fewas reached its ideal objective: to
become the European Grid beacon. The main achieusrase presented below:
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* Organisation of 60 meetings and 17 workshops, tming to solving research
challenges as described in the CoreGRID reseasxnraps.

e Setting up of a document repository allowing CorébResearchers to instantly
access documents produced by the network. More38@f documents are stored in
the repository.

e Delivery of more than 450 joint technical papersceguted in peer-reviewed
conferences, workshops and journals.

» Publication of 176 CoreGRID technical reports andtite papers, co-authored by at
least two different CoreGRID partners showing tbeel of integration among the
CoreGRID community.

* Publication of 11 CoreGRID books published by Sgein

« The effective kick-off of several spin-off reseaq@tojects or participation to projects,
funded either by the European Commission within étle and the 7th Framework
Programmes, or through national and/or regionéhbiines

o GridComp: STREP - FP6-IST Call 5 (Starting dateJune 2006 — Joint
partners: INRIA, ERCIM, UoW, CNR, UCHILE)

0 XtreemOS: IP - FP6-IST Call 5 (Starting date: 1eJ@006 — Joint partners
INRIA, CNR, ZIB, VUA, STFC, UPC)

o Selfman: SSA - FP6-IST Call 5 (Starting date: 1eJ@006 — Joint partners
INRIA, UCL)

0 GridTrust: SSA- FP6-IST Call 6 (Starting date: hd006 — Joint partners
CETIC, STFC, CNR, VUA)

0 EchoGRID: SSA - FP6-IST Call 6 (Starting date: huky 2007 — Joint
partner ERCIM)

0 Phosphorus: IP - FP6-IST Call 6 (Starting date:clo®er 2006 — Joint partners
PSNC, FhG, FZJ)

0 SmartLM: IP - FP7-ICT-2007-1 - Objective 1.2 (Stagtdate: 1 February 2008
— Joint members FhG, FZJ)

0 S-Cube: NoOE - FP7-ICT-2007-1 - Objective 1.2 (Stgrdate: 1 March 2008 —
Joint members CNR, INRIA, SZTAKI)

0 OGF-Europe: SSA - FP7-ICT-2007-1 - Objective 1.2aftthg date: 1 March
2008)

« Establishing a database of publications by CoreGRKE2archers in the area of Grid
and peer-to-peer computing with around 1,050 refme available today on the
CoreGRID web site.

e Arresearcher’'s database with more than 270 entrialow any CoreGRID researcher
to quickly identify the best experts on a giveneggsh topic related to Grid and P2P
computing, thereby facilitating joint research witigs.

* Increased visibility of the Grid research commurtityough the support of highly-
reputed international conferences, such as Eurd8@s, 2006 and 2007, HPDC 2006,
IEEE conference on Grid Computing in 2006 and 2G@0W events such as
Grid@Work 2006 and 2007. CoreGRID also sponsoredQpen Grid Forum as a
silver member.

e Opening up academic research agendas in ordeemdifid business-oriented research
priorities, leading to the spin-off of new CoreGRéibtivities, for example in service-
oriented architectures and systems.

» Developing new ideas to anticipate technologicahdis and to promote commercially
relevant and promising research.
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» Active involvement of industrial stakeholders tdphéentify take-up opportunities
beyond publicly funded programmes, thus stimulatimg involvement of industrial
stakeholders in CoreGRID institutes. 4 meetingsewanganized with our Industrial
advisory board.

e Setting up a Grid User Community in order to rgmslic awareness with 6 press
releases, 3 press conferences and 53 press clppvig also disseminated 3 annual
reports (2005, 2006 and 2007) and 9 newsletters twide public audience. 2
brochures and posters were used to explain thetolge of CoreGRID during public
events.

* Organisation of several scientific workshops jgintlith highly reputed international
conferences and the CoreGRID symposium jointly hslth EuroPar 2007 and
EuroPar 2008.

* Organisation of three annual CoreGRID Summer Sshool

* Implementing Mobility Programmes - a Fellowship glamme and a Researcher
Exchange Programme - increasing integration betvgegtmers, and now involving
industrial members of the IAB. A total of 45 resdeer exchanges and 19 fellowships.

* Organisation of three annual Integration Workshops.

V. CoreGRID Institutes

1) Knowledge and Data Management

a. Objectives

Grids are changing their role, moving from a comaioh and data management platform to a
pervasive information and knowledge managementstifucture. This trend requires new
models, services and technologies so as to enabte ddmputing systems to manage

distributed data and knowledge, thus enabling cermpbplications according to the SOKU

model.

The INSTITUTE ON KNOWLEDGE AND DATA MANAGEMENT (KDM joins together
thirteen institutions from eight European countrigsd involves more than 50 senior
researchers and PhD students. The general godisofnistitute is to further integrate data
management and knowledge discovery solutions wiid @chnologies for providing data-
and knowledge-intensive Grids. The Institute’'s apph is a vertical approach that
encompasses all layers involved with knowledge mement in Grids: storage management
at the systems-level, information and knowledge agament, and knowledge discovery. At
the same time, single KDM solutions that bring bgsdo the Grid community have been
designed and developed.

A key KDM obijective is to design and develop comnsofutions for data management and
knowledge discovery and management on Grids. Tiosiptes the wide diffusion and use of
knowledge-based Grid services for the Semantic @nidl the Knowledge Grid. To this end,
the partners of the KDM Institute focus on the peats of providing commodity-based
connectivity among heterogeneous distributed seom@gvices, management automation of
administration tasks traditionally handled manualyd storage virtualisation for serving
well-defined requirements from multiple users.

CoreGRID FP6-004265
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The Institute provides a collaborative setting tburopean research teams working on:
distributed storage management on Grids; knowlédgeniques and tools for data-intensive

applications; security and trust mechanisms foragt® and data; and integration of data and
computation Grids with information and knowledgedsr

The goal of the second year has been to consolahteexpand the joint activity of research

groups, thus promoting larger leading teams angatipg efforts towards standard models,

services, middleware and solutions.

During the last four years, the Institute memb@ETIC, FORTH, CNR-ICAR, INFN, CNR-
ISTI, PSNC, STFC-RAL, SZTAKI, Universidade Nova Hesboa, University of Calabria,
University of Cyprus, University of Manchester, abaiversity of Newcastle) worked on
three main tasks:

1 DISTRIBUTED STORAGE MANAGEMENT
Providing infrastructures, techniques and polidies managing distributed storage
resources in the Grid.

2 INFORMATION AND KNOWLEDGE MANAGEMENT
Developing metadata, semantic representation aratoqmis for Grid service
discovery, information management and design oft@dge-oriented Grid services.

3 DATA MINING AND KNOWLEDGE DISCOVERY
Designing Grid services for distributed data minamgl knowledge discovery on Grids
and P2P systems.

In all those areas, the partners jointly produceérsific results implemented in software
prototypes and published in scientific journals aahference proceedings. Additionally,
security issues have been covered with a parti¢dotars on security requirements and models
for storage and data management.

b. Achievements

Several tangible results are today visible in teohgint research activities: new European
projects involving KDM partners, joint publicatiomsd research visit exchanges. The main
research contributions of the Institute coversftiewing topics:

« Data storage access and management architecture

» Storage security

« Data Integration Models and Architectures

* Methods for deriving GRID trust and security paeifor managing VOs
» Distributed Data Mining in GRIDs and P2P Systems

* Adaptivity in Distributed Query and Workflow

* Metadata and Semantics for Grid Information Sewvice

» Discovery in Large Collaborative Networks

To effectively show the impact of the Instituteterms of integration, it can be noticed that
the number of joint publications involving KDM paers was rather low at the beginning of
the network with only two clusters of partners (JO¥M and UNICAL/CNR-ICAR). After

four years, all the partners involved in the ingét have contributed to at least one joint
publication with another partner. Moreover, onelboa “Knowledge and Data Management
in GRIDs”, co-edited by the KDM task leaders, hastbpublished in the CoreGRID Springer
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series, and another three post-conference proggediare published by Springer as a result
of the three workshops on Grid Middleware co-orgadi with three other CoreGRID
institutes. Finally the institute published 38 Teical reports.

It has also to be noticed that the KDM institutes lestablished a close cooperation with
Hitachi with a view to transfer some of its reséaresults. This collaboration has been
implemented thanks to the Industrial FellowshipgPamme. A post-doc was hire to start the
collaboration between CETIC, UNICAL and HitachiSdphia Antipolis.

Overall, the institute has contributed to solvihg following research problems:

Information Services for Large-Scale Grids A Caseaf Grid Search Engine
Data integration and query reformulation in senbesed Grids: Architecture and
Roadmap

Tree Vector Indexes: Efficient Range Queries fon&@yic Content on Peer-to-Peer
Networks

Semantic Support for Meta-Scheduling in Grids

A Study of Languages for the Specification of Gaelcurity Policies

Security Requirements Analysis for FileStamp Dimtted File System

Systems and techniques for distributed and strestenrdining

Algorithms and frameworks for stream mining and\ktezlge discovery on Grids
A DHT-based Peer-to-Peer Framework for Resourcedvery in Grids

Modeling and Supporting Grid Scheduling

Conductor: Support for Autonomous Configuratiorbtdrage Systems

Analyzing the Workload of the South-East Federatibthe EGEE Grid Infrastructure
Reputation-based trust management systems ancagicability to grids

A Super-Peer Model for Multiple Job Submission daral

A Service-Oriented System to Support Data Integratin Data Grids

Modular Adaptive Query Processing for Service-BaSeds

Adapting to Changing Resource Performance in Gudr@) Processing
Peer-to-Peer Metadata Management for Knowledgeol&y Applications in Grids
Multi-set DHT for interval queries on dynamic data

An Analysis of GRID Storage Element Architecturéigh-end Fiber-Channel vs.
Emerging Cluster-based Networked Storage

An Analysis of Security Services in Grid Storagest8yns

An ActOn-based Semantic Information Service for EGE

Use of P2P Overlays for Distributed Data CachinBublic Scientific Computing
Self-optimizing Block Transfer in Web Service Grids

A P2P Job Assignment Protocol for Volunteer Computystems

Designing data analysis services in the Knowledge G

Mechanisms for High Volume Data Transfer in Grids

Defeating Colluding Nodes in Desktop Grid Computiigtforms

Data Consistency and Peer Synchronization in CatiperP2P Environments
Distributed Data Mining in Desktop Grids

Providing security to the Desktop Data Grid

A data-centric security analysis of ICGrid

A Scalable Architecture for Discovery and Plannim@2P Service Networks
Usage Control in Data Grids

CoreGRID FP6-004265
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C. Future roadmap and vision

Research activities in the area of data and knaydedtensive services and systems in Grids,
and P2P systems are being pursued in Europe, in &18ANn Asia by many research teams
and, at the same time, big companies such as |IBép¥!, Amazon, Google, HP, ORACLE,
and SUN Microsystems, are very active in the arila asspecial focus on service design and
implementation. This demonstrates the key role aftadnanagement in such distributed
infrastructures and the importance of developingWdedge-based applications that exploit
GRID, P2P and Cloud features to achieve high pexdoice and high availability. CoreGRID
KDM researchers will work towards providing a véyief models, architectures, prototypes,
and services offering different technological smlo$ to current problems faced by
applications in Grid and dynamic distributed infrastures.

Future research activities will focus on core texdbgies needed to implement the SOKU
model, including ontologies, data mining and knalgle discovery, data management, also
taking into account SLAs. Partners of the KDM Ing8 will proceed beyond the funded
period and will continue their joint activities kaddressing key research challenges in the
KDM area such as:
e Support for autonomous storage systems and manag@iegeplication, consistency
and data placement;
* Metadata definition and searching for scalablermifation systems;
» Distributed content-based retrieval services;
» Study of scalable services for accessing, quergimgmanaging data centres;
» Design of services for open analytics environmémntscience and business;
« Data intensive workflows: service scheduling, dacurity and privacy, data
partitioning, techniques to bring computationslaseto the data as possible;
* Web Mashup for data management.

d. List of selected publications

* Wei Xing, Marios Dikaiakos and Rizos Sakellariou.Gore Grid Ontology for the
Semantic Grid. Proceedings of the 6th IEEE Inteonal Symposium on Cluster
Computing and the Grid (CCGrid 2006), Pages 178-1BEE Computer Society,
Singapore, May 2006.

* Anastasios Gounaris, Rizos Sakellariou, Norman Vdto® and Alvaro A.A.
Fernandes. A novel approach to resource schedfdmgarallel query processing on
computational grids. Distributed and Parallel Datds, Vol. 19(2-3):87-109, May
2006.

* Anastasios Gounaris, Carmela Comito, Rizos Sakallaand Domenico Talia. A
Service-Oriented System to Support Data IntegratiorData Grids. Proceedings of
Seventh IEEE International Symposium on Cluster @atimg and the Grid (CCGrid
2007), Rio de Janeiro, Brazil, IEEE Computer Sggistay 2007.

« Domenico Talia, Angelos Bilas and Marios DikaiaKeditors). Knowledge and Data
Management in Grids. Springer, December 2006.

* Pasquale Cozza, Carlo Mastroianni, Domenico Tal@ k&an Taylor. A Super-Peer
Protocol for Multiple Job Submission on a Grid WWolfgang Lehner, Norbert Meyer,
Achim Streit and Craig Stewart editors, Euro-Pa@&@® orkshops, Vol. 4375:116-
125 of LNCS, Springer Berlin/Heidelberg, Dresdeeyi@any, June 2007.
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Syed Nagqvi, Philippe Massonet and Alvaro ArenasgRratic Security Analysis of
the Grid - A Requirements Engineering PerspectiPeoceedings of the 4th
International Conference on Information Systemau8gc2006, 2006.

Domenico Talia, Paolo Trunfio, Salvatore Orland@ffRele Perego and Claudio
Silvestri. Systems and techniques for distributad atream data mining. Technical
report, TR-0045, Institute on Knowledge and Datanbtgement, CoreGRID -

Network of Excellence, July 2006.

Carlo Mastroianni, Pasquale Cozza, Domenico T#dn,Kelley and lan Taylor. A

Scalable Super-Peer Approach for Public Scien@mmputation. Future Generation
Computer Systems, Elsevier Science, 2008.

Carlo Mastroianni, Giuseppe Pirrd and Domenico @ dbata Consistency in a P2P
Knowledge Management Platform. Proceedings of tR®E& 2007 Conference & Co-
Located Workshops, Pages 17-24, ACM Press, Montetayifornia, USA, June

2007.

Eddie Al-Shakarchi, Pasquale Cozza, Andrew Harri€arlo Mastroianni, Matthew

S. Shields, Domenico Talia and lan Taylor. Disttilhg workflows over a ubiquitous

P2P network. Scientific Programming, Vol. 15(4):2Z881, 10S Press, Amsterdam,
The Netherlands, 2007.

Massimo Coppola, Yvon Jégou, Brian Matthews, CimesMorin, Luis Pablo Prieto,

Oscar David Sanchez, Erika Yang and Haiyan Yu.udirtOrganization Support

within a Grid-Wide Operating System. IEEE Inter@eimputing, 2008.

Andrea Pugliese, Domenico Talia and Ramin Yahyapbladeling and supporting

Grid scheduling. Journal of Grid Computing, Vol28{95-213, 2008.

Anastasios Gounaris, Christos Yfoulis, Rizos Sakell and Marios D. Dikaiakos, A

Control Theoretical Approach to Self-optimizing Blo Transfer in Web Service

Grids. ACM Transactions on Autonomous and Adap®sstems, Vol. 3(2): 1-30,

2008

CoreGRID White Papers:

2)

a.

A Marcin Adamski, Alvaro Arenas, Angelos Bilas, Bskevi Fragopoulou, Vasil
Georgiev, Alejandro Hevia, Gracjan Jankowski, Biidatthews, Norbert Meyer, Jorg
Platte, Michael WilsonTrust and Security in Grids: A State of the Art, CoreGRID
White Paper — WHP-0001

Ivaro Arenas, Angelos Bilas, Jesus Luna, Manolisrddakis, Carmela Comito,
Domenico Talia, Marios D. Dikaiakos, Anastasios @aris, Philippe Massonet, Syed
Naqvi, Jim Smith, Paul Watson, Federico Stagniowledge and Data Management
in Grids: Notes on the State of the Art CoreGRID White Paper ~-WHP-0002

Programming Model

Objectives

The success of Grid computing infrastructures, ldtgy other computing infrastructures,
depends mainly on the availability of a large aadak of applications designed to run on
them. However, developing applications for Gridrastructures remains a complex task due
to the low level of abstractions exposed to thegmmmers. Moreover, applications
developed for a specific Grid infrastructure canbhet executed on other ones due to the
dependencies upon some specific hardware resouftesefore, programming the Grids
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remains a research challenge and this is why CoileGRvoted an Institute to gather
European experts involved in this research fielde Thstitute on Programming Model has
four main objectives in its quest to define a dallégprogramming model:

» Better programmability and productivity by providihigh-level abstraction

« Higher scalability and ability to manage the hegereity of both hardware and
software resources

» Better deployment to allow transparent remote etx@cwf software codes

» Better efficiency by dynamically adapting softwax@les to the computing resources
provided by the Grid

b. Achievements

The Programming Model Institute brings togetherfdlB partners and 2 associate partners,
with a total of more than 45 researchers and alBOuPhD students. Altogether, these
researchers have contributed to an extensive progeaof short visits, to the Researcher
Exchange Programme, to CoreGRID fellowships oftemlving other CoreGRID Institutes,
and have published a significant number of joisesrch papers in international journals and
presented them at conferences.

To reach the four objectives aforementioned, thevides of the Programming Model
Institute, since the very beginning, have been diatedeveloping a new component model
for the Grid, providing basic composition and masragnt primitives. Since the design and
the implementation of such a new component modéabgxceeds the budget capacity of the
CoreGRID network, we decided to focus mainly ondksign while the implementation was
assigned to another EU funded project (GridCOMR a a&pin-off project from CoreGRID.
After four years of activity, CoreGRID has issuedc@mplete specification of the Grid
Component Model (GCM) that integrates several metegesults provided by the researchers
involved in this institute. This has to be consetkeas the success story of the Programming
Model Institute. This area is a very good examgla successful integration of the research
coming from European researchers.

Before CoreGRID, there were a dozen national ptsjaiming at designing programming
models for Grids: Assist (U. Pisa / CNR), FractAlRIA), GridCCM (INRIA), HOC-SA (U.
Muenster), lbis (Vrije U. Amsterdam), ICENI (IC), ALLBA (UPC), Mocca (Cyfronet),
Polytop (U. Passau), POP-C++ (UASF), ProActive (INRand REFLEX (U. Chile). This
scattered approach within the EU did not help theofean researchers to be highly visible in
the research arena at international level. In tiea @f component model, the most visible
project was the Common Component Architecture cainso which is a group of researchers
from the US national labs and academic instituticesnmitted to defining a standard
component architecture for high performance conmguticluding Grids.

In 2003, this consortium has initiated a seriesvofkshops, called CompFrame. At that time
it has to be noticed that most of the Program Cdtemimembers were from the USA with
very few Europeans although one of the goal ofdlvesrkshops was to establish cooperation
between US and EU researchers. Thanks to CoreGRHD,successfully balanced the
participation of EU researchers within this initi&t by organizing a series of workshops
called HPC-GECO, as of 2006. Thanks to our stronggbility in the area of Component
models for the Grids, we were able to merge the $ewes of workshops into the HPC-
GECO/CompFrame workshops. Without CoreGRID, thisrggewould not have been
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possible. This is a perfect example of the resfithe integration we achieved, that brought
us stronger visibility at international level.

In term of dissemination, the institute publishetl Pechnical Reports in the CoreGRID
series, and an average of 20 to 30 joint (i.e.exigoy more than one single partner) papers on
Institute research topics in international confeemnand journals. Partners of the Institute
regularly contributed to CoreGRID Summer schoadswall as to the Integration workshops
and to CoreGRID Symposia. Also, members of thetutst participated to several scientific
events and activities due to their “Programming etddstitute” affiliation. As an example,
Programming model Institute researchers partichhadbeNGG EU meetings, contributed to
the NESSI initiatives and research agenda documesmt® involved in the organisation of
several grid/service related international confeesiworkshops/events. Moreover, one book
on “Component Models and Systems for Grid Applmasi’ has been published in the
CoreGRID Springer series at the beginning of thevak. This book is the proceedings of
the Workshop on Component Models and Systems fa Spplications held on June 26,
2004 in Saint Malo, France jointly with the ICSGzhterence. A second book “Making Grids
Work” was also published following a workshop thats held in Heraklion in June 2007.

Last but not least, a standardisation process leas lnitiated through ETSIthat will
eventually result in a complete GCM standard. Titet 6teps have been performed and the
GCM ADL is close to being an ETSI standard.

Overall, the institute has contributed to invediigga and to solving, among others, the
following research problems:

e Optimization Techniques for Implementing Paralleke®tons in Distributed
Environments

» Behaviour Customization of Parallel ComponentsGad Application Programming

* Characterization of the performance of ASSIST paots

» Parallel program/component adaptivity management

* Automatic mapping of ASSIST applications using @sxalgebra

e User-Transparent Scheduling of Structured Paralfsplications in Grid
Environments

» Specification and Verification of Reconfiguratiorrokbcols in Grid Component
Systems

* Fault-Tolerant Data Sharing for High-level Grid §ramming:

e Hierarchical Storage Architecture

» Deriving Grid Applications from Abstract Models

e User-Transparent Scheduling for Software Componamtke Grid

* Prototyping and reasoning about distributed systam®rc based framework

* Cost of Task Re-Scheduling in Fault-Tolerant Taakabel Computations

» Towards hierarchical management of autonomic compisna case study

* LooPo-HOC: A Grid Component with Embedded Loop RFelization

e Grid Environment for Real-Time Multiplayer Onlinea@es

1 ETSI is The European Telecommunications Standémditute (ETSI) that produces
globally-applicable standards for Information an@n@nunications Technologies (ICT),
including fixed, mobile, radio, converged, broadcasd internet technologies. See
http://www.etsi.orgfor more information.
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C.

Measurable Component Values and Services: the BuonPlanning of Resource
Transactions

Enhancing Grids for Massively Multiplayer Online i@puter Games

Towards Software Component Assembly Language Emtamgth Workflows and
Skeletons

Future roadmap and vision

The huge activity of the Programming Model Insgtuésulted in the design of GCM and in
the assessment of its main features. Now thistresust be consolidated and promoted in all
the relevant Grid related contexts. In turn, thlientifies some precise challenges that can be
understood as the “sustainability roadmap goathefProgramming Model Institute:

Complete integration of GCM with the software seevirameworkAlthough Institute
partners already partially demonstrated the feltsiloif porting GCM concepts on top
of the Service Component Architecture, much work teabe done to guarantee that
the advanced concepts introduced in GCM (such lkective communication patterns
or autonomic managers) can be migrated to the aodtwervice scenario. Because of
the increased importance of the service orientaddigm in Grids, clouds and in
general in the distributed architecture scenahgs integration should definitely be
considered as being important.

Implementation of effective advanced programmingeatsoon top of GCMThere are
several kinds of advanced programming models cersitito further raise the level of
abstraction presented to Grid application programymanging from skeleton-based
structured programming paradigms to component pgresl combining spatial
(component-like) and temporal (a la workflow) comapion of components. The
development of effective, advanced programming rsodél provide the Grid/SOA
user/programmer the advantages coming from theétseschieved with GCM without
exposing the full complexity of GCM program devetognt methodology.
Development of a complete set of formal (or semmdd) tools supporting Grid
program design, development and tunifitpe multiple, partial achievements of the
Programming Model Institute in this field shoulddseloited to provide some general
purpose, user friendly tool actually supporting #ivities of programmers, from
design to fine tuning.

List of selected publications

M. Aldinucci, S. Campa, M. Danelutto, M. Vanneschi, Kilpatrick, P. Dazzi, D.
Laforenza and N. Tonellotto, Behavioural skelettn&CM: autonomic management
of grid components, in: Proc. of Intl. Euromicro PR2008: Parallel Distributed and
network-based Processing, pages 54-63, IEEE, 2008

M. Aldinucci, M. Danelutto, H. Lilia Bouziane and.®érez, Towards Software
Component Assembly Language Enhanced with Workfland Skeletons, in: Proc.
of the ACM SIGPLAN Component-Based High Performa@menputing (CBHPC),
2008

S. Gorlatch, F. Glinka, A. Plof3 and J. Mller-Idémiversity of Munster), R. Prodan,
V. Nae and Thomas Fahringer (University of InnskjucEnhancing Grids for
Massively Multiplayer Online Computer Games, Inggton Programming Model &
Institute on Grid Information, Resource and WorkflaVionitoring Services &
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Institute on Resource Management and Schedulingg@RID Technical Report, TR-
0134, June 17, 2008

e C. Dumitrescu, J. Dunnweber and S. Gorlatch (Usitseiof Minster), D.H.J. Epema
(Delft University of Technology), User-Transpare@cheduling for Software
Components on the Grid, Institute on Programmingd®a Institute on Resource
Management and Scheduling, CoreGRID Technical RepB-0086, 11 May, 2007

e A. Stewart, M. Clint, J. Gabarro, T. Hammer, P.pairick and R. Perrott. “Managing
Grid Computations: An ORC-Based Approach®. ISPA&0ONCS 4330, 278-291,
Dec. 2006..

* J. Gabarro, A. Garcia, M. Clint, P. Kilpatrick, 8tewart. Bounded Site Failures: An
Approach to Unreliable Grid Environments.Ntaking Grids WorkSpringer 2008

* F. Baude, D. Caromel, M. Danelutto, V. Getov, L.nHe, C. Pérez, GCM: A Grid
Extension to Fractal for Autonomous Distributed npmnents, Annals of
Telecommunications — 2008

 E. Tejedor, R. Badia, P. Naoumenko, M. Rivera, @lntasso, Orchestrating a safe
functional suspension of GCM components, Integr&edearch in Grid Computing,
Proceedings of the CoreGRID Integration Workshop&QCrete University Press,
2008, ISBN 978-960-524-260-2

 H. Bouziane, C. Peres, T. Priol, A Software CongmanModel with Spatial and
Temporal Compositions for Grid Infrastructures, d&edings of EuroPar 2008, LNCS
No. 5168, Springer Verlag, 2008

* Natalia Currle-Linde, Michael Resch (HLRS), Chasti Pérez (INRIA/IRISA),
Massimo Coppola (University of Pisa/CNR-ISTI), Meeble Component Values and
Services: the Economic Planning of Resource Traioses Institute on Grid Systems,
Tools, and Environments & Institute of ProgrammiMgdel, CoreGRID Technical
Report, TR-0125, May 19, 2008

e M. Leyton, D. Caromel, A Transparent non-Invasivie Bata Model for Algorithmic
Skeletons, IEEE International Symposium on Paraledl Distributed Processing.
IPDPS 2008, IEEE Press, 2008

CoreGRID White Paper:

e Marcin Adamski, Alvaro Arenas, Angelos Bilas, P&mas Fragopoulou, Vasil
Georgiev, Alejandro Hevia, Gracjan Jankowski, Biidatthews, Norbert Meyer, Jorg
Platte, Michael WilsonTrust and Security in Grids: A State of the Art, CoreGRID
White Paper — WHP-0001

3) Architectural issues: scalability, dependability, @aptability

a. Objectives

The main goal of the Institute on Architecturaluiss (System Architecture - SA) is to
provide the techniques that will pave the way tasascalable, adaptable, and dependable
Grid architectures and services meeting the mangaimperties of the Next Generation
Grids. The main objective of the SA Institute isstgnificantly improve architectural designs
of Next Generation Grids by performing collaborativesearch on the following key
architectural aspects:
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* To apply and extend results from research on pepeér systems for enabling higher
scalability and self-organisation of Grid infrasttures.

e To investigate the mechanisms for fault-tolerancel aobustness of the Grid
infrastructure to assure reliable Grid services.

e To study methods for adaptability and self-managemi@ order to establish
paradigms for automatic and low-cost Grid managemen

To achieve scalability we extend the results fragsearch on peer-to-peer systems and
propose scalable approaches for resource discowsypropose dependability mechanisms
for all levels of the Grid including checkpointiagd recovery. We devise techniques for fault
tolerance and robustness for Grid services, progid more reliable Grid architecture. In
adaptability and self-management, we develop meshenfor automated adaptation and
reconfiguration of Grid infrastructure. Through $beobjectives, the SA Institute aims to
contribute to the mandatory architectural prinagplef the Next Generation Grids by
scalability of services, resilience, straightfordraradministration and configuration
management.

b. Achievements

The partners involved in the SA Institute are tb#ofving: FORTH-ICS, INRIA, KTH,
SICS, MTA SZTAKI, UNICAL, UCO, UCY, UCL, UoM, UoW BC and ZIB. Around 60
senior researchers as well as PhD students arkv@d/m this institute.

The scientific achievements of the SA Institutelddae briefly summarised as follows:

* The design of a hybrid P2P-based system that weflksiently for multi-attribute
queries on static and dynamic attributes and ifgeamental evaluation on existing
Grid platforms (Grid’5000).

* The development of dependability mechanisms basedrtualisation techniques that
lead to zero downtime. The proposed solution isliegple to individual servers,
clusters, as well as Grid infrastructures.

« Modelling and prediction of workloads and systerhdaour with impact to adaptable
solutions for self-managing systems that providgypsrt for scheduling.

* Refinement of scalable, dependable and adaptabid Gwolutions, and their
experimentation of real Grid platforms.

* Investigation of the fault conditions of existingriéb infrastructures (e.g. EGEE)
towards the development of a framework that wilgmse concrete solutions for low-
cost automatic fault management in Next Generdsods.

The SELFMAN FP6 EU project is a spin-off of Core@GRhvolving mainly partners from
the SA Institute and industrial partners. This ecbjis related to the areas of peer-to-peer
computing and adaptability/self-management. Thibaboration provides the SA Institute
with real-world use cases, especially for deperdglaind self-managing applications. Other
EU spin-off projects were proposed during the Estcall from partners of the SA Institute
and industry.

The Institute partners have produced 42 CoreGRIEnhiiieal Reports containing their joint
research activities and presented their work inkaloops organized by CoreGRID. A special
issue of the Future Generation Computer Systemsndbwith selected papers from the
Architectural Issues Institute appeared in Februz097. Recently, a CoreGRID Springer
volume, entitled “Making Grids Work” was jointly ged by three other CoreGRID institutes.
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This volume includes a selection of papers preseimethe CoreGRID Workshop held at
FORTH-ICS, Heraklion, Crete, Greece in June 20Qtly, a special issue of the Parallel
Processing Letters (PPL) Journal will appear int&aper 2008, containing a selection of the
latest research results from the Architecturaldssustitute.

Overall, the institute has contributed to solvihg following research problems:

Scalable Desktop Grid System

Tree Vector Indexes: Efficient Range Queries fon&@yic Content on Peer-to-Peer
Networks

Self Management of Large-Scale Distributed SystémmsCombining Peer-to-Peer
Networks and Components

Classifier-based Capacity Prediction for Deskto&r

Scheduling for Fast Turnaround Time on Institutidbesktop grid

Peer-to-Peer Models for Resource Discovery on Grids

A Feedback Based Approach to Reduce Duplicate Messa Unstructured Peer-to-
Peer Systems

Characterizing Result Errors in Internet Deskto&r

An Overview of Existing Tools for Fault-Injectiomd Dependability Benchmarking
in Grids

Deterministic Models of Software Aging and Optimal

Rejuvenation Schedules

A DHT-based Peer-to-Peer Framework for Resourcedvery in Grids

Failure Management in Grids: The Case of the EGHagdtructure

Validating Desktop Grid Results By Comparing Intediate Checkpoints
Benchmarking the OGSA-DAI Middleware

Reputation-based trust management systems andafi@icability to grids

Divide et Impera: Partitioning Unstructured PeeP®er Systems to Improve
Resource Location

A Scalable Multi-Agent Architecture for Remote femé Detection in Web-Sites
Peer-To-Peer Techniques for Data Distribution iskdep Grid Computing Platforms
A Fault-Injector Tool to Evaluate Failure Detectorssrid-Services

Using Micro-Reboots to Improve Software Rejuvernaiio Apache Tomcat

SZTAKI Desktop Grid: Building a scalable, secureatform for Desktop Grid
Computing

Design and Implementation of a Hybrid P2P-based Gasource Discovery System
Use of P2P Overlays for Distributed Data CachinBulic Scientific Computing
Self-optimizing Block Transfer in Web Service Grids

A P2P Job Assignment Protocol for Volunteer Computystems

Implementing Dynamic Querying Search in k-ary DHased Overlays

Defeating Colluding Nodes in Desktop Grid Computiigtforms

Data Consistency and Peer Synchronization in CatiperP2P Environments
Optimizing the Data Distribution Layer of BOINC WwiBitTorrent

Distributed Data Mining in Desktop Grids

A Scalable Architecture for Discovery and Plannim@2P Service Networks

Using Virtualization to Improve Software Rejuveioati

High-Available Grid Services through the use oftialized Clustering

Dependable Grid Services: A Case Study with OGSA-DA
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» Carrying the Crash-only Software Concept to theaogygApplication Servers

» Towards Self-adaptable monitoring framework fof-belaling

* Adaptive Distributed Mechanism Against Flooding Wetk Attacks Based on
Machine Learning

* Metadata Ranking and Pruning for Failure Detectimo@rids

C. Future roadmap and vision

The challenges faced by the SA Institute for Sysfewhitecture constitute the cornerstone
upon which any Grid middleware should be built. iDgrthe CoreGRID project, concrete
solutions have been proposed and major steps hese tmade towards the invisible Grid.
However, many several obstacles have to be overdmfme the objectives of the Next
Generation Grid are achieved. Grids have to beaoore robust and pervasive.

Current large-scale distributed computing systent iafrastructure, such as Grid and P2P
systems, ad hoc wireless, sensor, and vehiculavoniet, have the characteristic of being
decentralized, and composed of a large number twwihamous entities. The complexity of
these systems is such that human administratiome#ly impossible and centralized or
hierarchical control is highly inefficient. Moreayeften these systems need to run on highly
dynamic environments, where content, network togie and workloads are continuously
changing. These systems are also characterizedhéyhigh degree of volatility of their
components and the need to handle efficiently laageunts of data. Thus, design for
adaptation becomes a key feature.

Novel approaches need to be devised for the cartistnuof scalable and efficient large-scale
distributed computing systems that need to havdaiieving properties: “self-organization”
(Grid components are autonomous and do not rely amy external supervisor),
decentralization (decisions are to be taken onltherbasis of local information) and adaptive
nature (mechanisms must be provided to cope wihdimamic characteristics of hosts and
resources). The need for self-directing and selfiagang can be achieved using a number of
entities that perform simple activities in an awmous fashion, a behaviour refereed to as
“swarm intelligence”.

In another line of research virtualization techigoés have emerged as a promising solution
to overcome today’'s barriers. The challenge is &visg efficient methods based on
virtualization to dynamically shape and adapt lasgale Grid infrastructures. Additionally
this challenge includes the study of heuristicadapt the computational capacity of the Grid
using Cloud providers, thus providing adaptive agldstic management of the Grid
infrastructure.

d. List of selected publications

» Javier Alonso, Luis Moura Silva, Artur Andrzejalardi Torres, “High-Available Grid
Services through the use of Virtualized Clusterjr&* IEEE/ACM Int. Conf. on Grid
Computing, GRID 2007, Austin, USA, September 2007.

 Demetrios Zeinalipour-Yazti, Kyriakos Neocleous, r@dsis Georgiou, Marios
Dikaiakos, “ldentifying Failures in Grids throughavitoring and Ranking”, in Proc.
of the 7th IEEE International Symposium on Netw@&mputing and Applications
(NCA 2008), Cambridge, MA, 2008.

* Anastasios Gounaris, Christos Yfoulis, Rizos Sakill, Marios D. Dikaiakos, “Self-
Optimizing Block Transfer in Web Service Grids”, Rroc. of the 9th Annual ACM
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International Workshop on Web Information and Dalanagement (WIDM'07),
Lisbon, Portugal, Nov. 2007.

 Fernando Costa, Luis Silva, Gilles Fedak, lan KgelléOptimizing the Data
Distribution Layer of BOINC with BitTorrent”, SecdnWorkshop on Desktop Grids
and Volunteer Computing (PCGRID 2008) held in cacjion with IPDPS 2008,
IEEE Computer Society, Miami, Florida, USA, AprD@8.

e Gheorghe Cosmin Silaghi, Filipe Araujo, Luis Mougdva, Patricio Domingues,
Alvaro E. Arenas, “Defeating Colluding Nodes in Rep Grid Computing
Platforms”, Second Workshop on Desktop Grids antuieer Computing Systems
(PCGrid 2008), Miami, Florida, USA, April 2008.

* G. Pirro, M. Ruffolo, D. Talia, “Advanced Semant®earch and Retrieval in a
Collaborative Peer-to-Peer System”, in Proc. of HRDC 2008 Conference & Co-
Located Workshops, Boston, Massachusset, USA, A@d<? June 2008.

e Artur Andrzejak, Monika Moser, Luis Silva, “ManaginPerformance of Aging
Applications via Synchronized Replica Rejuvenatiof8th IFIP/IEEE Distributed
Systems: Operations and Management (DSOM 2007igo8ilValley, CA, USA,
October 29-31, 2007.

e Artur Andrzejak, Luis Silva, “Using Machine Leargirfor Non-Intrusive Modeling
and Prediction of Software Aging”, IEEE/IFIP NetwdDperations and Management
Symposium (NOMS 2008), Salvador de Bahia, BrazprilA7-11, 2008 (Best paper
award).

e Artur Andrzejak, Derrick Kondo, David P. AndersoriEnsuring Collective
Availability in Volatile Resource Pools via Foreting”, 19th IFIP/IEEE Distributed
Systems: Operations and Management (DSOM 2008) gpdanweek 2008), Samos
Island, Greece, September 22-26, 2008.

e Luis Moura Silva, Paulo Silva, Javier Alonso, Jofdirres, Artur Andrzejak, “Using
Virtualization to Improve Software Rejuvenationth1EEE International Symposium
on Network Computing and Applications (IEEE NCA’QQambridge, MA, USA,
July 2007 (Best paper award).

* Agostino Forestiero, Carlo Mastroianni, Harris Rigdas, Paraskevi Fragopoulou,
Alberto Troisi, Eugenio Zimeo, “A Scalable Architeee for Discovery and Planning
in P2P Service Networks”, Institute on Knowledgel &ata Management & Institute
on Architectural Issues: Scalability, Dependabijlylaptability, CoreGRID Technical
Report, TR-0152, June 17, 2008.

e Carlo Mastroianni, Giuseppe Pirro, Domenico Talidata Consistency and Peer
Synchronization in Cooperative P2P Environmentssfitute on Knowledge and Data
Management & Institute on Architectural issues: |8uw#ty, Dependability,
Adaptability, CoreGRID Technical Report, TR-0128gbruary 12, 2008.

* Paolo Trunfio, Domenico Talia, Ali Ghodsi, Seif kar “Implementing Dynamic
Querying Search in k-ary DHT-based Overlays”, $#i on Architectural issues:
scalability, dependability, adaptability, CoreGRIDechnical Report, TR-0119,
December 28, 2007

* Paulo Silva, Luis Silva, Artur Andrzejak, “Using tfbd-Reboots to Improve Software
Rejuvenation in Apache Tomcat”, Institute on Arebiural Issues: Scalability,
Dependability, Adaptability, CoreGRID Technical Refp TR-0099, September 17,
2007.

CoreGRID White Papers:
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e Marcin Adamski, Alvaro Arenas, Angelos Bilas, P&mas Fragopoulou, Vasil
Georgiev, Alejandro Hevia, Gracjan Jankowski, Biidatthews, Norbert Meyer, Jorg
Platte, Michael WilsonTrust and Security in Grids: A State of the Art, CoreGRID
White Paper — WHP-0001

« A. Andrzejak, A. Reinefeld, F. Schintkel, T. Sch@t Mastroianni, P. Fragopoulou,
D. Kondo, P. Malecot, G.-C. Silaghi, L.M. Silva, Punfio, D. Zeinalipour-Yazti, E.
Zimeo. Grid Architectural Issues: State-of-the-art and Future Trends. CoreGRID
White paper — WP-0004

4)  Grid Information, Resource and Workflow Monitoring Services

a. Objectives

The idea of the Grid Information, Resource and Wovk Monitoring Services architecture is
to convey all the data through the information sEnn order to have a standard interface
across different administrative sites and servicBEse characterisation of the required
information service greatly depends on such facésrshe demand placed on the source of
information (e.g. static versus dynamic, publicatrate), its purpose (e.g. discovery, logging,
monitoring) and QoS requirements.

The primary objective of the IRWM Services reseagobup is to study and provide general
information and services for the underlying Grid magement required by the Next
Generation Grid. The Grid management services densil here include Grid core services
and components. During the project the partnershef IRWM defined several specific
objectives which allow us to work out the major lgp@mong others: providing multi-grain
and dynamic monitoring for Grid resources and sesi enabling reliable online monitoring
of status and performance for a wide range of mess support for extraction and
representation of job workflows from programmingduats, framework for user management
and user and job separation, supporting kernel application level checkpointing. The
Institute is focused on the following major objees:

* Providing network infrastructure monitoring

* Providing monitoring of the progress of complex yobrkflows

» Support for extraction and representation of joblkflows for programming models

* Realising middleware support for complex job waokilexecution

» Framework for user management and user and jolvagepa

» Supporting accounting services in virtual environtse

* Providing checkpoint restart functionality in hetgeneous environment supporting

dynamic job migration
e Supporting kernel and application level checkpoigpti

b. Achievements

The IRWM Institute involves 13 CoreGRID partnersi FORTH, INFN, INRIA, PSNC,
SZTAKI, UMUE, UNICAL, UIBK, UMEA, UNI DO, UoS, UOW)including 44 researchers
and PhD students. The work is mostly organised ries@arch groups, units of two or more
CoreGRID partners collaborating closely togethercommon goals. Joint technical reports,
publications and prototype implementations areniagor measurable outcomes. One of the
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new researches is devoted to modelling dynamic flawkstructures in higher order chemical
languages.

One of the main achievements of the Institute endhea of resource monitoring is no doubt
an integrated and unifying framework architectuoe Grid monitoring. This framework
integrates several components such as a workflalyzer, a checkpointing manager, a Grid
information system, a networking monitoring servased an account and user management
system. The main scientific contribution is the daty of the internal structure of its
components as well as their mutual interactions.

Another important contribution is the definition ¢ie Grid Checkpointing Architecture

(GCA) that allows the Grid middleware to use a e@riof existing and future low-level

checkpointing mechanisms in a conscious way. Theeou GCA proposal provides

cooperation features with Virtual Machine Monitechnology that allow for suspending and
later resuming the whole computing environmentdtbgr with the OS).

Research activities related to workflow have pradumany novel ideas and, as a whole, is
one of the success stories associated with thetultest Workflow management in Grid
computing is emerging as a programming paradigncdonplex scientific applications. The
institute has made progress on the modelling okflaw, the expression of workflow using
either High-Level Petri-Net or unconventional pagaas such as the chemical metaphor. The
institute has also proposed future research dimestintroducing fault tolerance techniques
for Grid workflow systems. Since there are many kilow systems, with their own
languages and low-level representations, the utstihas proposed a technique to design
translators able to convert legacy workflows.

The Institute partners have produced 23 CoreGRIEhiiieal Reports containing their joint
research activities and presented their work inkgloops organized by the Institute.

Overall, the institute has contributed to solvihg following research problems:

* User Management for Virtual Organizations

» Scalable multilevel checkpointing for distribute@péications - on the integration
possibility of TCKPT and psncLibCkpt

* A Grid Workflow Language Using High-Level Petri et

* Architecture of a Network Monitoring Element

» Scalable multilevel checkpointing for distributeppéications - on the possibility of
integrating Total Checkpoint and AltixC/R

» Grid Checkpointing Architecture - a revised propgosa

* Virtual Environments - Framework for Virtualized $teirce Access in the Grid

» Grid Checkpointing Architecture - Integration ofMdevel checkpointing capabilites
with GRID

* Network Monitoring Session Description

* Grid Infrastructure Architecture: a modular apptodom CoreGRID

» Fault-tolerant behavior in state-of-the-art Grid Mlow Management Systems

* Highly Dynamic Workflow Orchestration for ScientfApplications

» Benchmarking Grid Applications

e Taxonomies of the Multi-criteria Grid Workflow Sathding Problem

* End-to-end Network Monitoring Infrastructure
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* On the Characteristics of Grid Workflows

e A Grid Environment for Real-Time Multiplayer Onlii@ames

* Enhancing Grids for Massively Multiplayer Online i@puter Games
» Authorizing Grid Resource Access and Consumption

C. Future roadmap and vision

Besides the integration of research already donénthyidual partners within the IRWM,
these services (information and network monitoriolgeckpointing, workflow, accounting
and user management) are essential for productiich €avironments and all the current
activities in Europe which is focusing on sustaleattistributed computing environments as
they provide: data for evaluation of the efficiemmlysystems and tools resulting from their
research and support core functionality necessargrbduction Grid environments.

We will focus on proving the correctness of consepbrked out in each research group and
disseminate the collected knowledge outside theeGRID consortium. This will result in
further deployments of the integration work in natill and international projects. One of the
example is checkpointing, which was included in ¢bacept of the National Grid Initiative
(NGI) in Poland — PL-GRID and will be implemented2009. But we can find also further
examples, like Austrian Grid or the D-GRID in Genya

There are also plans of activities after the projedl finish to keep alive the research
activities worked out, e.g. in workflow servicesar(workflow forum defined by FhG,
http://www.gridworkflow.org ), Grid Checkpointing Architecture (PSNC web site
available, partners of the research group are dsted to continue,
http://checkpointing.psnc.p!

The whole group expressed its interest to contithee work by having further regular
meetings in 2009 and participating in common woogsh The IRWM proposed two
research topics for ERCIM working group on follogisubjects:

o Network Monitoring (http://network-monitoring-rp.di.unipi.it/)
The Network Monitoring research group, whose prantnparticipants were INFN and
FORTH, reached the commitment of the group, a fdillgctional prototype of the
monitoring infrastructure we had in mind, assoagtextreme scalability, security and
flexibility. These results should be used as a<&si a more advanced investigation,
aimed at deploying the infrastructure in a realesemvironment, or re-engineering parts
of the existing prototype to match new requiremeartd new environments, or starting
from its limits to design a better one. The netwanknitoring infrastructures have a
relevant role in industrial applications (telecomdagrids inclusive), with a number of
open issues that deserve our interest as resesrcher

o Virtual Environments — towards new generation e-Infastructure. The research
topics are covering several tasks, including dgpknt of virtual environments on
demand, workflow of virtual machines and environisereliability and trust, accounting
in virtual environments and real-time and scal@pilaspects in multi-user virtual
environments.

A preliminary interest to co-operate in the mengidnsubjects were raised by PSNC,
University of Dortmund, University of Muenster, FOR, UIBK, UMEA and UoS.
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d. List of selected publications

e Ciuffoletti, Augusto and Polychronakis, Michaligirchitecture of a Network
Monitoring ElementCoreGRID workshop at EURO-Par 2006, August 2@@sden
(Germany), Springer

e Augusto Ciuffoletti, Antonio Congiusta, Gracjan Hawski, Michal Jankowski, Ondrej Krajicek and
Norbert MeyerGRID INFRASTRUCTURE ARCHITECTURE: A Modular Apphoftom CoreGRID
In 3rd International Conference on Web Informatystems and Technologies (WEBIST), Barcelona
(Spain), March 2007

« J. Kovacs, R. Mikolajczak, R. Januszewski, G. Jargkii "Application and
middleware transparent checkpointing with TCKPT @instergrid”, Proceedings of
6th Austrian-Hungarian Workshop on Distributed ARdrallel Systems, DAPSYS
2006, Innsbruck, Austria, September 21-23, 20061@p-189.

* Andreas Hoheisel and Martin Alt: Petri Nets. In: Mkftows for e-Science - Scientific
Workflows for Grids, lan J. Taylor, Dennis Gann@wa Deelman, and Matthew S.
Shields (Eds.), Springer, 2006

« E. Elmroth, M. Jankowski, and N. Meyer. Authorizifyid Resource Access and Consumptioff., 3
CoreGRID Workshop on Grid Middleware, Barcelonad@p, June 2008, CoreGrid Series Volume
No. 11, Springer-Verlag, 2008.

« Justin Ferris, Mike Surridge, E. Rowland Watkingomas Fahringer, Radu Prodan,
Frank Glinka, Sergei Gorlatch, Christoph Anthesex¥d Arragon, Chris Rawlings,
and Arton Lipaj, Edutain@Grid: A Business Grid bdtructure for Real-Time On-
Line Interactive Applications in Workshop on Griddhomics and Business Models,
August 26, 2008, The 5th International WorkshopGnid Economics and Business
Models.

e Augusto Ciuffoletti, Yari Marchetti, Antonis Papagannakis, Michalis
Polychronakis, Prototype Implementation of a DermBnigen Network Monitoring
Architecture, CoreGRID Integration Workshop, HerahiCrete, Greece, April 2008.
Springer Verlag.

e Gracjan Jankowski, Radostaw Januszewski, Jozsed¢&\Grid Checkpointing Service — Integration
of Low Level Checkpointing Packages with the GridviEonment, 3rd CoreGRID Workshop on Grid
Middleware, June 5-6, 2008, Barcelona, Spain.

» Zsolt Nemeth, Christian Perez and Thierry Pridke@ical coordination: an abstract
enactment model for workflows. Submitted for Subedtfor PARAO8 Workshop on
State-of-the-Art in Scientific and Parallel Commgti Trondheim, 2008

« Justin Ferris, Mike Surridge, E. Rowland Watkingomas Fahringer, Radu Prodan,
Frank Glinka, Sergei Gorlatch, Christoph Anthesex¥d Arragon, Chris Rawlings,
Arton Lipaj, Edutain@Grid: A Business Grid Infrastture for Real-Time On-line
Interactive Applications, S International Workshop on Grid Economics and Besin
Models, Las Palmas, Gran Canaria, Spain, August@®&3, Springer Verlag

» Kassian Plankensteiner, Radu Prodan, Thomas Fahnyingitila Kertesz, Peter
Kacsuk, Fault-tolerant behavior in state-of-the-&tid Workflow Management
systems, CoreGRID Integration Workshop, Hersonis€<tnete, Greece, April 2-4,
2008, Crete University Press

* G. Kecskemeti, G. Terstyanszky, P. Kacsuk, T. KissDelaitre: Automatic Service
Deployment Using Virtualisation 16th EuroMicro Cerdgnce on Parallel, Distributed
and Network-Based Processing, Toulouse, Franceu&gbl13-15, 2008

e Y. Zetuny, G. Terstyanszky, S. Winter, P. Kacsukp&ation-Policy Trust Model for
Grid Resource Selection DAPSYS 2008, 7th Internahf€rence on Distributed and
Parallel Systems, Debrecen, Hungary, SeptembelB&R
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CoreGRID White Papers:

e Marcin Adamski, Alvaro Arenas, Angelos Bilas, P&es Fragopoulou, Vasil
Georgiev, Alejandro Hevia, Gracjan Jankowski, Biidatthews, Norbert Meyer, Jorg
Platte, Michael WilsonTrust and Security in Grids: A State of the Art, CoreGRID
White Paper — WHP-0001.

* Gracjan Jankowski, Radoslaw Januszewski, Rafal Mj&nak, Jozsef Kovacg he
Grid Checkpointing Architecture, CoreGRID White Paper - WHP-0003.

» Stefan Freitag, Ramin Yahyapour, Gracjan Jankow$tadoslaw Januszewski,
Virtualization Management for Grids and SOA, CoreGRID White Paper, WHP-
0005.

5) Resource Management and Scheduling

a. Objectives

The Institute works on several research aspecfgdeide complete solutions in this area.
This includes the architectural perspective on leowuitable Grid scheduling architecture
should be structured and implemented, but alsohenalgorithmic side towards efficient
scheduling algorithms for different application useses. These main objectives are achieved
in several research tasks that focus on specifieas. In order to provide a common and
generic solution for Grid scheduling and managemientGrids and Service-oriented
Architectures (SOA), the Institute addresses tHleviang research tasks:

» Definition of the components of a Grid schedulimghgtecture and their interaction

» Multi-level scheduling strategies with interactibatween local resource management
systems and higher-level Grid scheduling

 Workflow Grid scheduling strategies for jobs wittntporal dependencies between
different resource requirements

» Evaluation and benchmarking of Grid schedulingeayst

* Model for mapping and scheduling of high performeparallel applications

» Coordinating Grid scheduling with data management

» Performance prediction for improving advance schiegwf resource allocations

» Service Level Agreements

e Virtualisation Management

b. Achievements

The Resource Management and Scheduling Institutgtogether 21 full partners and 3
associate partners with a total of 97 researchet$?aD students.

One of the main achievements of the Institute fenhts capability to build a community of
users and developers in the area of SchedulingedBas the definition of a set of Grid
Scheduling Use Cases, a joint activity with the Q@ institute identified a set of common
requirements that helped to define a generic achite for Grid Scheduling. The institute
has also contributed to the study of several neweltegies for scheduling jobs on Grid
resources, taking into account their heterogermitgxtracting information from workflows.
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The Institute made progress in the definition oGad meta-broker providing a layer of
abstraction between the users and various nomsjmeeable existing resource brokers.

The Institute has carried out research activitteddfine efficient scheduling algorithms able
to cope with dynamic workloads, parallel applicaip advance reservation and data
dependencies.

The Institute also made progress in understandiegService Level Agreement issues by
surveying what has been done in several other Elddd projects such as Akogrimo,
AssessGRID, BEInGRID, BREIN, NextGRID and TrustCOB&ased on these findings, the
institute investigated several models for the niagjon of SLAs

All these research activities generated an impressumber of publications in the best
journals, conferences and workshop. 51 CoreGRIDhitieal Reports were published over
the last four years. Moreover, the institute pgtited in the organization of scientific events
within and outside CoreGRID. It was also involved several demonstrations such as at
IST'2006 or the CoreGRID Industrial Conference.tllast not least, it is strongly involved in
several working or research groups within the Oped Forum.

Overall, the institute has contributed to solvihg following research problems:

* Resource Management for Future Generation Grids

* Characterization of the performance of ASSIST paots

* Bringing Knowledge to Middleware — Grid Scheduli@gtology

* A Meta-Scheduling Service for Co-allocating Arbiyrad ypes of Resources

* A Proposal for a Generic Grid Scheduling Architeetu

e Automatic mapping of ASSIST applications using gsxalgebra

» Grid Environments Traces: Analysis and Implications

» Integration of ISS into the VIOLA Meta-Scheduling\Eronment

» Semantic Support for Meta-Scheduling in Grids

e User-Transparent Scheduling of Structured Paralfsplications in Grid
Environments

e On Grid Performance Evaluation using Synthetic Vita#ls

* Reusable Cost-based Scheduling of Grid Workflows

* Operating on Higher-Order Components

* Load Balancing: Toward the Infinite Network

* Reliable Orchestration of Resources using WS-Agezgm

* Co-Allocation of Compute and Network ResourcehmVIOLA Testbed

* Reliable Orchestration of distributed MPI-Applicats in a

*  UNICORE-based Grid with MetaMPICH and MetaSchedylin

* Improving Workflow Execution through SLA-based Adea Reservation

* Modeling and Supporting Grid Scheduling

» Simulating Grid Schedulers with Deadlines and Clm&dtion

» Towards ServMark, an Architecture for Testing Grids

* Application-oriented scheduling for HPC Grids

» BPDL: A Data Model for Grid Resource Broker Captiiei

* Advanced Techniques for Scheduling, Reservation Andess Management for
Remote Laboratories and Instruments

* Using the eNANOS Low-Level Support in the GRMS Feavork
* Co-allocation of MPI Jobs with the VIOLA Grid Metel$eduling Framework
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» Dynamic SLA-negotiation based on WS-Agreement

» User-Transparent Scheduling for Software Componamtfie Grid

» Scheduling Malleable Applications in Multiclusteyssfems

* QoS-constrained List Scheduling Heuristics for Ralrapplications on Grids

* Using SLA for resource management and schedulanguvey

» Attributes and VOs: Extending the UNICORE authdra@acapabilities

» Benchmarking Grid Applications

» Taxonomies of the Multi-criteria Grid Workflow Sathding Problem

* Multi-Cluster Text Mining on the Grid using the Di@ UNICORE environment

* JANOS: An Intelligent Application Oriented Schedu

* Middleware for a HPC Grid

* Meta-Brokering requirements and research directiorssate-of-the-art Grid Resource
Management

e Comparative Evaluation of the Robustness of DAGe8ahing Heuristics

* Novel Approaches for Scheduling in D-Grid — Towagds interoperable Scheduling
Framework

* Towards a standards-based Grid Scheduling Architect

» Optimization of Application Execution in the Grid&ge Environment

* A Framework for Resource Availability Characterinaatand On-Line Prediction in
Large Scale Computational Grids

* A Comparison of SLA Use in Six of the European Cassions FP6 Projects

* A Grid Environment for Real-Time Multiplayer Onli@ames

* Enhancing Grids for Massively Multiplayer Online i@puter Games

» Towards SLA Based Software License Management i Gomputing

* JANOS: Intelligent Application Oriented Schedulifey HPC Grids

C. Future roadmap and vision

There are still major challenges in the generalpado of management and scheduling
features in production environments. The providdrsfrastructures and software solutions
are typically focused on proprietary solutions. Héwer, there is trend to move to an open and
agile environment which supports dynamic adaptmadtual demand. Therefore, there is an
existing gap to open and interoperable managemehitians for diverse application
environment. The Institute fosters this effort ts strong involvement in standardization
activities like e.g. the Open Grid Forum, whichkBncommercial and academic stakeholders.
Since the start of the CoreGRID network the pastnef the Institute for Resource
Management and Scheduling have entered major co#iibns in different contexts. This
includes transferring and applying results to dédfé application environments in several
projects. This includes different technological reos like virtualization and cloud
computing. At the same time, different applicatgrenarios like e.g. multimedia, gaming,
financial sector, telecommunication, and managicgnkes in IPR have been considered. It is
planned to continue such activities to dissemiratgect results beyond the scope of the
network. It is envisioned to continue these colfations within the Institute as a think tank to
foster the research exchange. The regular meetimgjgoint discussions have led to a natural
exchange of ideas and work on common topics of alutenefit. The partners are eager and
highly committed to continue these collaboratioeydnd the current funding period of the
network. There will be joint efforts to keep thissting momentum of the Institute in order to
master the continuous thread of new research fragatien in this field.
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6) Grid Systems, Tools, and Environments

a. Objectives

The research activities of the STE Institute amganised in four tasks with the following
objectives:

* Generic Platform: This task addresses the development of a genssioponent-
based platform, with focus on its architecturegiaperability, security, and design
methodology. This platform is specifying the ba&tue” from which higher-level
components and services can be constructed. Chaliearise from heterogeneous
software libraries, toolkits, operating systems anisting Grid frameworks. The
specification of this platform underpins the resbaareas of the other three tasks.

* Mediator Components This task is responsible for designing a composaite that
mediates between the applications and system laya®viding core services
according to the architecture of the generic ptatfoThese include such capabilities
as dynamic application steering, meta-data retiieand service discovery. The
components delivering these capabilities are iategr and exposed via a runtime
environment that acts as a gateway to system coemp®nthus addressing the
integration aspects of the generic component platfo

* Integrated Toolkit: This task is specifying and designing a toolkit $implifying the
deployment of Grid-unaware applications while alsptimising application
performance. More specifically, this involves deimn and mapping application
requirements to the component-based generic phatfas well as providing
application interfaces to the mediator componenit® runtime environment of such
an integrated toolkit is able to run applications a Grid and optimise their
performance dynamically in a way transparent feruber.

* Advanced Tools and Environments for Problem Solving This task involves
designing PSEs or portals that take legacy softwack automatically deploy it as a
service that conforms to a standard service mdded.aim is to integrate our generic
platform into PSEs and portals allowing users tmgose, steer, monitor and visualise
job execution in a transparent and simple way. Mwsk is based on identified
deployment scenarios, using technologies for wrappegacy code and mechanisms
for deploying and managing services and jobs im-pe@eer environments.

b. Achievements

The STE Institute brings together twelve partned®PR-BAS, USTUTT, ICS-FORTH, IC,
INRIA, SZTAKI, UWC, UNIPI, UOW, UPC, VUA, and CYFRRET - from ten different
European countries. In addition two new associg@dners — CATNETS and UNIVIE —
joined the Institute. The STE Institute involves remahan 80 senior researchers and PhD
students who participate in eleven research griamamplementing the Institute’s roadmap.

The main contribution of the STE Institute is thefidition of a generic platform. This
research task aimed at developing the common aspdct generic, component-based
platform. This platform specifies the basic “gluedm which higher-level components and
services can be constructed. The work focused ercliallenges arising from the need to
support heterogeneous software libraries, toolkigerating systems and existing Grid
frameworks in its approach. The second contributisnthe definition of mediator
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components, a suite of components that mediate eegtwapplications and system
components, providing core services according éocittmponent framework. These include
such capabilities as application steering, meta-deirieval and service discovery. The third
contribution is the development of an integratealkit to simplify the deployment of Grid-
unaware applications while optimizing the perforg@rof the application. The approach
follows a component-based strategy. The fourthlastdcontribution was the specification of
advanced tools and environments for problem solMingllows component-based PSEs and
portals to compose, expose, and monitor legacyhandegacy applications.

The Institute produced 28 CoreGRID Technical Repattring the four years of the
CoreGRID NoE project.

Overall, the institute has contributed to solvihg following research problems:

» Grid Application Programming Environments

* GEMLCA: Running Legacy Code Applications as Gric\&ees

* Legacy Code Support for Production Grids

e Lightweight Grid Platform: Design Methodology

* Information Sources and Sinks in a Grid Environment

» Security Models for Lightweight Grid Architectures

* Mapping “Heavy” Scientific Applications on a Ligheight Grid Infrastructure

* Componentising a Scientific Application for the &ri

* A Software Component-based Description of the SIRahtime Architecture

* A Super-Peer Model for Multiple Job Submission daral

» Domain-Specific Metadata for Model Validation anetidrmance Optimisation

« Reliability and Trust Based Workflows’ Job Mappiog the Grid

e Grid Superscalar and GriCoL: Integrating Differ®nbgramming Approaches

* Highly Dynamic Workflow Orchestration for SciengfApplications

« Problem Solving Environment for Distributed Interae Applications

» Performance Monitoring of GRID superscalar with O@W5-PM: integration issues

» Use of P2P Overlays for Distributed Data Cachingulic Scientific Computing

» Towards a scientific workflow-oriented computatibiéorld Wide Grid

» Dynamic Service-Based Integration of Mobile Clustier Grids

* HLA Component Based Environment for Distributed Madale Simulations

* Measurable Component Values and Services: the BuonBlanning of Resource
Transactions

* Autonomic Behaviour of Grid Applications using Coomgnt Platforms

e Generic Component Platform Architecture and Dedigthodology

« Dynamic Service Aggregation — Virtual Clusters &i8Peer

» Security Issues in Component-Based Grid Systems

* Use of GCM for Grid System Software Design and Deyaent

» Interoperability at Component Level and at Workflbewvel

* Grid Integrated Development Environment — GIDE

* Mediator Component Framework

» Software Licensing Issues for Complex DistributqupAcations

* Automation of Application Deployment on Grids

* Methodology for Component Application Developmehise Cases
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C. Future roadmap and vision

The current research profile of the STE Institmeudes strong expertise and recent research
results in component-based grid infrastructures @atforms. This includes support for the
management of a large number of services and tligyab dynamically adapt these services
if needed through runtime steering techniques. Vdegehbeen investigating the design
methodology for component-based services in a dicaiy reconfigurable distributed
platform supporting flexible and fault-tolerant cposition and execution of workflows. Our
approach, objectives, methodology, and existingstand environments contribute directly to
Objective ICT-2007.1.2: Service and Software Aretiitires, Infrastructures and Engineering.
Also, the increased activity in the Institute rethtto services and service oriented
architectures, will address several problems andctibes recently stated in EU research
guidelines such as the NESSI Technology Platform.

Recent results, publications, and deliverablesheySTE Institute represent the culmination
of the research efforts of all partners during #hgear period of the CoreGRID NoE grant
with particular emphasis on the integration of eagproach into a unified generic Grid
architecture. Most of our recent joint researchtis in progress and will require some more
time for completion. One of the major outcomeshu$ research, however, is that it helps to
highlight the future challenges and open issuea mumber of topics central to the design
methodology of our generic Grid services platfo@ne important aspect of these efforts is to
enable the maximum adaptation of the Grid platf@md high level of automation in the
design, development and execution of complex apiptin. Automation is also vital in
addressing scalability and robustness and is aiegy of future investigation.

As previously stated, the lack of longer-term elgese, because of the very rapid
developments in the field, and the complexity o thrget systems demand more research
and results. An immediate priority in our futuresearch efforts is to give higher attention to
the service-oriented approach towards the desigh davelopment of component-based
services computing platform. Important open topics relating the existing and recent work
of the STE institute to further developing our “isible Grid” concepts and actively applying
them into complex services computing systems aadiitoming area of cloud computing in
particular. Future opportunities stem also fromriee/ concepts of Infrastructure as a Service
(laaS) and Software as a Service (SaaS).

d. List of selected publications

e N. Parlavantzas, V. Getov, M. Morel, F. Baude, 8ndCaromel,Design Support for
Componentising and Grid-enabling Scientific Appilicas, Proc. ACM CBHPC
Symposium, pp. 31-38, ACM Press, 2007.

« E. Tejedor, R.M. Badia, T. Kielmann, and V. GetédvComponent-based Integrated
Toolkit, In: Making Grids Work, pp. 139-151, Springer, 800

* S. Isaiadis, V. Getov, |. Kelley, I. TayloDynamic Service-based Integration of
Mobile Clusters in GridsIn: Grid Computing: Achievements and Prospeagts,1»9-
171, Springer, 2008.

* M. Aldinucci, M. Danelutto, H.L. Bouziane, and Ceérez, Towards Software
Component Assembly Language Enhanced with Work#od<Skeletond€roc. ACM
CBHPC Symposium, pp. 1-11, ACM Press, 2008.
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R.M. Badia, R. Sirvent, M. Bubak, W. Funika, and Machner, Performance
Monitoring of Grid Superscalar with OCM-G/G-PM: #&gration Issues In:
Achievements in European Research on Grid Systgmd4,93-205, Springer, 2008.
P. Kacsuk and T. Kis§,owards a Scientific Workflow-oriented Computatioviéorld
Wide Grid CoreGRID TR 0115, Institute on Grid Systems, Samhd Environments,
CoreGRID NoE, December 2007.

A.-M. Oprescu, T. Kielmann, M. Danelutto, and M.diklucci, Autonomic Behaviour
of Grid Applications using Component Platforn@oreGRID TR-0156, Institute on
Grid Systems, Tools and Environments, CoreGRID Naffy; 2008.

T. Kiss, P. Kacsuk, G. Terstyanszky, S. Wintaforkflow Level Interoperation of
Grid Data Resourced’roc. IEEE CCGrid, pp. 194-201, IEEE CS Pres8820

M. Malawski, T. Gubala, M. Kasztelnik, T. Bartynshil. Bubak, F. Baude, and L.
Henrio, High-level Scripting Approach for Building Componéased Applications
on the Grid In: Making Grids Work, pp. 309-321, Springer, 800

M. Ejdys, U. Herman-lzycka, N. Lal, T. Kielmann, Hejedor, and R. Badia,
Integrating Application and System Components WEEM, In: From Grids to
Service and Pervasive Computing, pp. 47-59, Sprrjraf®8.

T. Kielmann, G. Wrzesinska, N. Currle-Linde, and Resch,Redesigning the SEGL
Problem Solving Environment: A Case Study of Usediator Componentsin:
Integrated Research in Grid Computing, pp. 255-3§®inger, 2007.

J. Thiyagalingam, V. Getov, S. Panagiotidi, O. Beakn, J. Darlingtonpomain-
specific Metadata for Model Validation and Performea Optimisation In:
Achievements in European Research on Grid Systemd,65-178, Springer, 2007.
M. Malawski, M. Bubak, F. Baude, D. Caromel, L. iHen and M. Morel,
Interoperability of Grid Component Models: GCM aB&A Case Studyn: Towards
Next Generation Grids, pp. 95-106, Springer 2007.

H.L. Bouziane, C. Pérez, N. Currle-Linde, and M.sé&te Analysis of Component
Model Extensions to Support the GriCoL Langydge Making Grids Work, pp. 45-
55, Springer, 2008.

A. Anciaux-Sedrakian, R.M. Badia, J.M. Pérez, Rv&it, T. Kielmann, A. Merzky,
Reliability and Trust Based Workflows’ Job Mappiog the Grid CoreGRID TR-
0069, Institute on Grid Systems, Tools and Envirents, CoreGRID NoE, Jan. 2007.

CoreGRID White Paper:

V1.

Marcin Adamski, Alvaro Arenas, Angelos Bilas, P&mas Fragopoulou, Vasil
Georgiev, Alejandro Hevia, Gracjan Jankowski, Biidatthews, Norbert Meyer, Jorg
Platte, Michael WilsonTrust and Security in Grids: A State of the Art, CoreGRID
White Paper — WHP-0001

Integration Activities

1) Preparation of project proposals

With regards to success stories related to th@rat®n activities, we have demonstrated our
ability, as a single entity, to help identifyingetimain research challenges in Grid. Some of
them were taken into account by the FP6 work progma in Grid technologies. CoreGRID

has also played a role in facilitating the emergenicproposals that were submitted to several
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FP6 and FP7 calls. Some of the proposals were ynarnlen by CoreGRID partners

(XtreemQOS, GridCOMP, Selfman, GridTrust, EchoGRIBhosphorus, SmartLM) some
others included partners from CoreGRID becausdaif involvement in the NoE (S-Cube,

OGF-Europe). This activity was also a side effddhe level of integration we have reached
within CoreGRID: it is easier to prepare a proposhen you have a clear picture of what
partners are doing, and when you are already imgbim a joint research activity that you
would like to pursue with a more ambitious agenta.illustrate this latter aspect, one can
cite the GridCOMP project for which CoreGRID cobtried to the design of the Grid

Component Model whereas GridCOMP has allowed sofrtbeo CoreGRID researchers to
propose a reference implementation of GCM throughuse within applications from the

Industry.

2) Annual Integration Workshop

The annual integration workshops have been alsde gsiiccessful in providing the
dissemination tool to publicize the best integrateskarch carried out within CoreGRID. The
motivation for the integration workshops was to lgr@ overlapping areas and synergies
existing between different work packages and batwaiferent research institutions within
the same work package. The workshops focused ormnteelisciplinary topics within the
Network and identified and promoted durable ag#sitthat guaranteed a high level of
collaboration between partners. These workshops stisnulated the competition among
CoreGRID partners since not all submitted papenevaecepted, with the exception of the
first workshop. Figure 3 gives the list of workskope organized during the last four years.
We intended to organize one workshop per yearweutealised that October and November
were not suitable since they are usually busy nnthis is why we decided to shift the last
one to April 2008. Moreover, since it was the Igstar of the Network, it was more
convenient to organize it 6 months before the enthe® contract, in order to have a more
complete overview of the research work carriedbyu€oreGRID researchers.

Location

Date

Number of
attendees

Number of
submitted
papers

Percentage
of positive
impression

CoreGRID Integration

Pisa

28.11.2005 -

124

46

85%

Workshop 2005 (Iltaly) 30.11.2005

CoreGRID Summer Cracow 19.10.2006 - 89 42 89%
School 2006 (Poland) 20.10.2006

CoreGRID Integration| Hernonissos 2.4.2008 - 87 49 97%
Workshop 2008 (Greece) 4.4.2008

Figure 3: List of Integration Workshops

3) Trust and Security

Another successful activity is related to the tiragnof CoreGRID researchers on Trust and
Security issues. We must say that we took theiristkhe proposal not to have a dedicated
Institute on Trust & Security. We were a bit anxddo see the reaction of the reviewers on
this intricate choice. After four years running, thenk we took the right decision. The risk of
having a dedicated institute was to isolate re$eascfrom those who participated in the other
institutes. Thanks to its leader, Alvaro Arenasrfr8TFC, the six CoreGRID institutes have
made the necessary effort to identify Trust andugcissues related to the research topics
they covered. This activity lead also to the malafh@ White Paper on Trust & Security that
is available from the CoreGRID web site. Anothati@ator showing the effectiveness of this
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horizontal activity is the number of CoreGRID tewah reports that addressed Trust &
Security issues. So far, 10 technical reports, ffoor CoreGRID institutes, have addressed
trust or security issues in various aspects. Thaokkis horizontal activity, we have been
successful in training and increasing the knowledf§eCoreGRID researchers on these
particular and important issues.

4) Testbed

The network does not have its own Grid testbed limvaresearchers to carry out their
experiments. Instead, several CoreGRID partnetshtnee already deployed testbeds, agreed
to give CoreGRID researchers access to these. BAG8'5000° and Phosphor(isvere
used by the network and several successful expetinveere carried out during the last four
years that lead to several publications.

5) Durable Mobility of Researchers

The Network implemented a specific mobility prograe) and allocated substantial funding
to it, with a goal to encourage researchers, poss-énd PhD students to stay, for a given
period, with research teams of Network participamtss mobility programme fosters better
relationships between network researchers andasesethe effectiveness and the level of
integration of the Network. It is mainly based evotmobility schemes: fellowship for long
stay (several months) and researcher exchange (lRE§Horter stays (several weeks). Figure
4 gives the number of fellowships and REPs allatédethe CoreGRID partners. During the
four years, we provided funding for 45 REPs (Red®ar Exchange Programme). A total of
33 CoreGRID partners among 48 benefited from tli® R

2 http://www.cs.vu.nl/das3/
3 https://www.grid5000.fr/mediawiki/index.php/Grid80:Home
* http://www.ist-phosphorus.eu/
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Figure 4: Number of REP per partner

Figure 5 shows the distribution of REPs per Ingii{@) and per year (b). The latter figure is a
clear indicator of the level of integration we read at the end of the Network. Whereas in
the first year and even in the second year we gbdea low number of REPSs, the last 2 years
showed a significant increase of REPs. It took aln2oyears to the CoreGRID researchers to
gain a good knowledge and understanding of what ttdleagues were doing in terms of
research and to adapt their research agenda tadéoastart joint collaborations.

Number of REPs Number of REPs
18 35
16 30
14 25
12
20
10
8 15
6 10
4 5
2
o [ - - — [ b 0 e S L.
1st Year 2nd Year 3rd Year 4th Year
KDM PM SA GRIWMS RMS PSE
(@) (b)

Figure 5: Number of REPs

Concerning the fellowship programme, we used theesbudget that was associated with
this initiative. 19 fellows were funded, out of whi4 fellowships were attributed to foster the
relationship with the industry. Figure 6-a showatthl partners benefited from the fellowship
programs and 3 industrial partners were involved. iAll six institutes were granted between
1 and 8 fellowships (Figure 6-b). In general, onéwm institutes can be involved in a single
fellowship.
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Figure 6: Number of FPs

6) Meetings and Workshops

To support its integration work, the network hagamized approximately 60 meetings and 17
thematic workshops, providing forum for discussibesnveen CoreGRID researchers.

7) Researchers database

CoreGRID has built a researchers database to thefifying the European experts in a given
research topic related to Grids. It contains 274eaechers and searches can be performed
using 45 key words from the Grid domain.

ResearCherS Database Researcht

Home Keywords Institutes

9 Grids

Coregrid

Popular Keywords

accounting Adaplability Applications authentesion Autonomic and self-* systems checkpointing Data access and integration Depenasbiity Desktop Grids Distributed knowledgs discovary EXpErimental testt
Grid Services e siospe Gridification sss z Fervasive Computng s &r22) High-level and higher-order components for Grid programming knewesse znd ssts mansgeme
Peer-to-peer Systems Peer-to-peer techniques Performance, Measurement and Modeling eeicy venssemert Problem solving environments Programming models soens
Vinsizsion RESOUICE brokering, management and scheduling Resource discovery Scalability Scalability of Grid architectures and Grid application
Trust - Architzcture Security & Trust - Management Security & Trust - Performance & Quality (including Validation & Verification) Security & Trust - Requirsments Analysis & Poliziss Semantic Grid and Ontologies SEIVICE Level Agreement and
Architectures System architectures and middleware systems Tools Workflows

ERCIN

Figure 7: researchers database

8) Measuring the level of integration

The network implemented a database of all Gridtedlgublications made by the network
members. This database was made publicly avaitAbbeigh the CoreGRID web site. This
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database contained around 1050 entries in SepteBt¥ and features among the most
accessed web pages of the CoreGRID web site. lalsaseen an excellent tool to assess the
level of integration within the network. Figure Bosvs the increase in the level of integration
thought joint publications published from 2004 t008. It shows an increasing number of
collaborations that led to an ever-higher numbepulications during the four years. This
left no isolated member in the network although eqrartners had more collaborations than
others (the link colour shows the number of joiablcations involving two given partners).
This evaluation is a clear indicator of the netwimnipact on integration.

Organizations Network in 2004 — ;;" Organizations Network in 2005

sssss

T evia———e28 epsic
oW *fg”‘%\uuus
oo o crFRET
| B i8N0
eghis | BT rAsSHl
\ ey

efcTic

.....

[ E— L. s 15 publcatons
Organizations Network in 2006 6-10 publcations Organizations Network in 2007 ———— 6~ 10 publicaions
11 - 15 publications 11 - 15 publications

> 15 pubictions > 15 pubcations

S UgHIE

Figure 8: Joint publications by CoreGRID partners.
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VIl. Spreading Excellence

1)  Public Website

The CoreGRID web site has been set up immediattdy the launch of the Network with the
objective to disseminate the activities of the cotigm. In fact, it has done more than just
showcasing our own activities since we received ynmaquests from other researchers and
institutions to advertise events they organizedy pesitions available in academia or the
industry, etc. As shown in Figure 9, the web sitdiance (a) has increased rapidly during the
first two years (we observed a decrease duringhing year, probably due to a lesser hype
about Grid computing, in line with the famous Gartrihype curve). In (b) we show an
increasing number of visitors from the USA, Japaa @hina during the last three years.
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(a) Number of unique visitors per month during It three years from a given country

Figure 9: CoreGRID web site access statistics.

CoreGRID became the main European portal in Gs@arsch and filled one important gap:
the lack of a Web portal showing European reseandivities in the Grid domain. This
statement can be illustrated by the Google ranasmghown in Figure 10.
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a0 0 eurape grid research - Google Search

‘ """ & http: / /www.google.com/searchiclient=safari&rls=en-us&g=europe+grid+research&ie=UTF-8&oe=UTF-8 = O~ europe grid research
[T]1 Apple ¥Yahoo! Google Maps YouTube Wikipedia Utilityv News (391)v Popularv
Web Images Maps News Shopping Mail more v marcod@di.unipi.it | Web History | 1
GO L )gle eurape grid research (‘Search ) fpees Jeaten
Personalized based on your wet
Web Results 1 - 10 of about 282,000 for europe grid rese:
CoreGRID Network of Excellence - European Grid Research - Fact Sheet Sponsored Link
Operated as a European Grid Research Laboratory, the joint programme is structured around
six strategic and complementary research areas, organlzed as . European RBS_EaFCh
www.coregrid.net/mambolcontent/view/300/208/ - 81k - ='__-___ - Similar pages Downlead free the 2008
guidelines for Eu project leaders
CoreGRID Network of Excellence - European Grid Research - Press ... Www.welcomeurope.com/guide2008

Operated as the European Grid Research Laboratory, the CoreGRID Network is conducting
research in the field of Grid and peer-to-peer techﬂologles by
www coregrud net-’mamba cnrtert view/308/299/ - 40k - hed - Similar pages

rror) Grids research in Europe

Flle Formai: PDF/Adobe Acrobat - View as HTML

an ERA pilot initiative on coordinated Grid research in Europe. .... To complete the picture of
Grid funding in Europe, for research as well as deployment ...
ftp://ftp.cordis.europa.eu/publist/docs/grids/gridcoord-survey_en.pdf - Similar pages

Grid Computing: How Europe is Leading the Pack

So, what makes Europe so different from other national and international Grid research
projects? While early Grid initiatives in Europe where mestly ...
news.taborcommunications.com/msgget.jsp?mid=3667268xs|=story.xs| - 16k -

GRID@ASIA - Advanced Grid Research Workshops through European and ...
Relying on a core of leading European Grid research institutes (CNR, FhG, INRIA and others
under the umbrella of ERCIM) already involved in several European ...
www.ist-world.org/ProjectDetails.aspx ?Projectld= d9a%e2d6106845efbedf66f43a643277 - 164k

poc) GridCoord - DoW

File Format: Microsoft Word - View as HTML

The title: Grid research in Europe — an overview prepared by GridCeord .... To complete the
picture of Grid funding in Europe, for research as well as .

www gridcoord urq gna pcrlal mforma ion/public/ repcrts;GrmCo_;rd

=t A0/ A n mem SERR RS

Figure 10: CoreGRID web site visibility through Goale

We have had many discussions with our foreign aglies involved in Grid computing. Most
of them have difficulties to build an overall pictuof what is going on in Grid computing.

They are exposed to a large number of projectsefdriay different Units. Moreover, each

member state has its own national programme on. @&l think that a NoE, in a particular

research domain, should also play the role of bémgmain portal to expose all the best
research results in its domain of expertise. Thisvihat we tried to do with our web site.
However, we have probably underestimated the doskaging this role since a lot of efforts

had to be invested in constantly updating the viteb s

The Google page rank for the CoreGRID web site/19 &nd the site appears in the first
position when issuing a query to Google to lookvieb addresses of sites using the following
keywords: “European Grid Research” and “ExcelleGcel Research”.

2) Publications

The network has set up four initiatives to dissatenits research results through
publications:

e A series of Technical Reports to disseminate thalte

« A series of White Papers

* A series of CoreGRID Edited Book published by Sgein

* A database of scientific papers published by theeGRID researchers
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Except for the white papers, these activities wewe mentioned in the contract when we
started the network but were added after a couplenanths when we gained a better
understanding of how to foster integration.

In October 2004, we established the concept of flieah Reports to foster collaboration
between researchers involved in the network. AlreGRID partners were requested to
publish their research results as CoreGRID Techiiteports whenever they were the result
of joint research activities, prior to (or sooneaftsubmission of the paper in a conference or
in a journal. To foster integration, only reportsthwauthors from at least two different
CoreGRID partners are eligible for publication asrélRID Technical Reports. Although
this activity was added lately, it has been quitecessful since at the end of contract, the
network has published 176 Technical Reports (10fitse year, 39 the second year, 54 the
third year and 73 to-date in the final year). Thiesdnical reports are all available on the web
site.

The publication of White Papers has however nonbse successful since only 5 were
published and mainly during the fourth year of tlework. It has been quite difficult to
convince researchers to write such reports shothiegtate of the art in a particular aspect of
Grid research. So far, we did it only for Knowledged Data Management, Checkpointing
Architecture and Trust & Security.

As the network organized workshops and symposiuvespegotiated a series of CoreGRID
Edited Books with Springer, in order to publishgredings associated with these events. We
have edited 11 books as shown in Figure 11.

Title Editors

Component Models and Systems for Grid Applications Vladimir Getov (University of Westminste
Proceedings of the Workshop on Component ModelsSystiems for Grid| & Thilo Kielmann (Vrije Universiteit)
Applications held June 26, 2004 in Saint Malo, Egn
ISBN 978-0-387-23351-2

Future Generation Grids Vladimir Getov (University of
Proceedings of the Workshop on Future GeneratiadsGNovember 1-5, Westminster), Domenico Laforenza (CNR-
2004, Dagstuhl, Germany ISTI) & Alexander Reinefeld (ZIB)

ISBN 978-0-387-27935-0

Knowledge and Data Management in GRIDs Domenico Talia (University of Calabria),
ISBN 978-0-387-37830-5 Angelos Bilas (FORTH) & Marios D
Dikaiakos (University of Cyprus)

o GalD

il Integrated Research in Grid Computing Sergei Gorlatch (University of Minster) &
RAEEALLS ISBN: 978-0-387-47656-8 Marco Danelutto (University of Pisa)
Towords N Towards Next Generation Grids Thierry Priol (INRIA) & Marco Vannesch
ISBN 978-0-387-72497-3 (University of Pisa)
Achievements in European Research on Grid Systems Sergei Gorlatch (University of Minster),
ISBN: 978-0-387-72811-7 Marian Bubak (CYFRONET) & Thierry
Priol (INRIA)
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Making Grids Work Marco Danelutto (University of Pisa),
ISBN: 978-0-387-78447-2 Paraskevi Fragopoulou (Forth) & Vladimjr
Getov (University of Westminster)
Grid Middleware and Services — Challenges and Boisit Domenico Talia (University of Calabria),
ISBN: 978-0-387-78445-8 Ramin Yahyapour (University  of
Dortmund) & Wolfgang Ziegler|
(Fraunhofer)
Grid Computing — Achievements and Prospects Sergei Gorlatch (University of Mdunster),
ISBN: 978-0-387-09456-4 Paraskevi Fragopoulou (Forth) & Thierty
Priol (INRIA)
From Grids to Service and Pervasive Computing Thierry Priol (INRIA) & Marco Vannesch
ISBN: 978-0-387-09454-0 (University of Pisa)
__:_«Iﬁ‘__‘ CoreGRID workshop on Grid Middleware N. Meyer (P9ND. Talia (University of
== Calabria), and R. Yahyapour (University pf
== Dortmund)

Figure 11: CoreGRID edited books.

As suggested by the Scientific Advisory Board inyM2005 to allow all members of a
Network of Excellence to be aware of the researctivides of other members, we
implemented a database of all Grid related pubtoat by the network members. This
database was made publicly available through thee@RID web site. This database
contained around 900 entries in August 2008 antuifes among the most accessed web
pages of the CoreGRID web site. Additionally, CorRd3 researchers have published more
than 450 joint scientific papers accepted in peegrewed conferences, workshops and
journals. We should highlight two of them that riged a best paper award associated with
specific joint research work carried out within EGIRID:

e Artur Andrzejak (Zuse Institute Berlin) and Luish&i (University of Coimbra)
received the Best Paper Award of the NOMS 2008fé&ence for their paper "Using
Machine Learning for Non-Intrusive Modeling and délotion of Software Aging”

* Luis Moura Silva (University of Coimbra), Javierokiso (Universitat Politecnica de
Catalunya), Paulo Silva (University of Coimbra)rdidrorres (Universitat Politecnica
de Catalunya) and Artur Andrzejak (Zuse Instituezlid) received a Best Application
Paper Award for their paper "Using Virtualizatioro timprove Software
Rejuvenation”, during the 6th IEEE Internationahfsium on Network Computing
and Applications (July 2007).

3) Visibility

Since our strategy was to appear as a single, gegrgphically distributed laboratory, we
decided in 2005 to publish an annual report likg ather research laboratories. Over the
duration of the contract, CoreGRID produced thneeual reports (2005, 2006 and 2007) as
shown in Figure 10.
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Figure 12: Series of Annual Reports

These reports follow high-quality editing standavdth a particular effort on attractiveness
and readability. They have been disseminated dwangpus events organized either by the
Network, by EU funded projects or at relevant nmegdi organized by the European
Commission. They can also be downloaded from threGRID web site. We think that these
three reports helped us to establish CoreGRID @sichresearch laboratory worldwide. We
also published a brochure that gives a short desmmi of the network activities. Moreover,

every executive member in the network was giveetaos CoreGRID business cards to be
used when they interacting with non-affiliated @sbers.

To complement this effort towards an increasedbiligy, we established a CoreGRID
sponsorship strategy. First of all, we have bedweBiOrganizational Member of the Open
Grid Forum since 2006. We also gave the “CoreGRiEl’ to several scientific events such
as high-quality conferences and workshops. Amorgnthwe have established a closer
collaboration with the Euro-Par organization thejamizes a very well known conference on
parallel and distributed computing in Europe. Weenempted to organize our own series of
conferences but this would have been funded at®penses of existing well-established
European conferences covering the Grid research @kas is why we preferred to set up a
strong link with Euro-Par. We have organized alt aetwork annual meetings (Members
General Assembly) jointly with Euro-Par since 200%e also set up a symposium in 2007
and 2008 with the goal of being the premiere Eumapevent on Grid Computing for the
dissemination of the results obtained by Europeahraember states initiatives, as well as
other international projects in Grid research awhmhologies. As part of the negotiation with
Euro-Par, we gave them the CoreGRID label each. year the other conferences or
workshops, the decision to grant the CoreGRID lateet taken each year by the Executive
Committee. The following conferences were given @weGRID label: Grid@Works’'05,
HPC-GECO/CompFrame’05, Grid’'06, HPDC’'06, Grid’200FCGrid’'08, CCGRID'08. The
label was given on the basis of the reputatiorhefdavent and the participation of CoreGRID
researchers to programme committees. Once the reocke got the CoreGRID label,
CoreGRID researchers were allowed to use their@RIB budget to attend these events.
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4) Training and education activities

Training and education are important when runnimgtvork of excellence, especially when
we have a large number of PhD students like in GRI®. The network has successfully
organised four summer schools allowing participaatattend lectures made by well-known
Grid researchers but also to practice some exig€img) middleware technologies.

Location Theme Date Number of
attendees
CoreGRID Summer Lausanne Introduction to GRID technologies 5.9.2005 - 42
School 2005 (Switzerland) 9.9.2005
CoreGRID Summer Bonn Current and Future Generation Grid Technology 2006 - 55
School 2006 (Germany) 28.7.2006
CoreGRID Summer Budapest Current and Future Generation Grid Technology B2 40
school 2007 (Hungary) 7.9.2007
CoreGRID Summer Dortmund Linking Grids and SOA 7.7.2008 - 31
School 2008 (Germany) 11.7.2008
Figure 13: list of CoreGRID summer schools
VIIl. Network Coordination

1)

Administrative & Financial Coordination

The main tasks of the CoreGRID Administrative andaRcial coordinator throughout the
four years of the project consisted mostly in :

o

(@)

O O 00O

Setting up and maintaining the various communicatmols, both internal (BSCW)
and external (public website),

Ensuring quality of the deliverable submission pss and submitting 200
deliverables to the European Commission,

Preparing the management reports and cost stateffioerthe consortium,
Implementing the contractual changes during tletitife of the contract,

Creating and maintaining a CoreGRID researchets lis

Acting as the Network point of contact for the Bagan Commission,

Organising the annual EC review meetings.

In terms of financial coordination, the Administvat and Financial coordinator was trusted

with :

o
o

Coordinating the annual updates of the Joint Progras of Activities (JPA),

Managing the financial side of the various exchang®grammes (fellows,
researchers, industrial collaboration)

Monitoring levels of spending and transferring BE@ds to the partners according to
their previous usage of advance payments,

Recovering EC funds from under-spending or withdingwpartners, for re-allocation
to more active members of the consortium,

Collecting, validating and submitting all annuaktetatements from the 42 partners.
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Effort and Budget summary.

Over the four years of the CoreGRID Network of Hbarece, the consortium has invested a
total effort of 3,000 person-months As a concrete comparison, this figure represéms
equivalent of 62 persons working full-time on thejpct for 4 years.

Translated in financial terms, the global cost vk teffort as reported by the CoreGRID
partners represents a total amouni 000 000 Eurosof which the European Commission
has contributed to the tune 200 000 Euros

The following table reflects the Network activitidsat were financed by the EC grant over
the full duration of the Network. In a nutshellpsé to 60% of the funding was dedicated to
research, while a rounded-up 10% were used to dmatissemination, mobility, scientific
coordination (SCO) and administrative managememQ)Arespectively. The share invested
in Mobility went into the Fellowship Programme fthree quarters and into the Research
Exchange Programme (REP) for another quarter.

FULL DURATION BUDGET

JPA Grant to Scientists
58%

REP

3%

FELLOWSHIP
9%

1%

Spreading Excellence &
Integration act
1%

Figure 14: distribution of the CoreGRID budget

2) Scientific Coordination

Scientific coordination of the network is carriedgt dy the Scientific Coordinator (SCO) who
heads the Network for all issues related to sdientind technical matters. The SCO is
responsible for ensuring self-assessment and #wmemfuality assurance, coordinating
between and beyond scientific and technical workkpges as well as for an overall follow-
up of the performance of all the tasks, activiteesl deliverables of the Network. Thus, the
SCO is also responsible for reacting to conflittaions or to negligence of any of the tasks
the partners are expected to perform. His mairviies during the lifetime of the network
were:
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» Strategic planning of all scientific and dissemimatevents
» Raising public participation and awareness of C&REL
o Annual reports, update of the CoreGRID web site

* Representing the Network in meetings with the EeaspCommission on technical
and scientific matters

* Monitoring of integration with the help of the Igt@tion Monitoring Committee

* Assessing and evaluating the research activitiegedeout by the CoreGRID partners

* Heading of the Executive Committee and organizexpfto face meeting and phone
conference

* Organizing the self-assessment and scientific asser

* Coordinating the preparation of the Joint Progradnf\ctivities (JPA) on an annual
basis

* Organizing the assessment of the network by then8ic Advisory Board on an
annual basis

IX. Conclusion and roadmap

After four year of existence, CoreGRID has reshapleel research landscape in Grid
computing in Europe. This has been done thankddoya number of actions that encouraged
and fostered collaboration between researchers.CiiieGRID management team has been
driven by a unique goal: establish CoreGRID asgaligivisible and sustainable research Lab
in Grid computing, a more ambitious vision thart joisly a EU-funded project with a limited
lifetime. The idea to set up CoreGRID came in 2@0f1 since that date, computing
technologies have evolved and Grid is merging vattme prominent concepts such as
Service and Cloud computing. CoreGRID is playingraportant role in the transition from
Grid to Service computing. It already features a& o€ activities targeting service
infrastructures, in particular in the area of Tr8sSecurity, Service Level Agreement and
Middleware Systems. However, the initial idea ramahe same and our vision is still valid:
how to set up a fully distributed, dynamically rafigurable, scalable and autonomous
infrastructure to provide location independentyvpsive, reliable, secure and efficient access
to a coordinated set of services encapsulatingvamaalising resources (computing power,
storage, instruments, data, etc.) in order to gegadmowledge.

Grid computing has paved the way towards new comgusystems that consider the Internet
as a computing infrastructure per se. The Gridaresfecommunity can be proud of what it

has achieved over the last ten years: it has shbaina large scale distributed computing
infrastructure can be implemented and deployed thesinternet to support the execution of
e-Science applications and to serve a wide speabfunsers, thereby answering their needs
for advances in their own research field.
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