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ABSTRACT: 
This deliverable briefly outlines the basics of the architecture of the Oncosimulator and the 
biomechanism models that constitute the main objects of the p-medicine project 
workpackage 12 entitled: “Virtual Physiological Human (VPH) Modelling and the Integrated 
Oncosimulator”. It also provides the basic information flow across the various modelling 
modules of the VPH entities. This document is to be viewed only as a gross framework for 
the development of the detailed algorithms and computer codes of the Oncosimulator and 
the focused biomechanism models. Detailed descriptions of the algorithms will be included in 
deliverable D12.2. 

The Oncosimulator is at the same time a concept of multilevel integrative cancer biology, a 
complex algorithmic construct, a biomedical  engineering  system  and eventually  a  clinical  
tool which  primarily  aims  at  supporting  the clinician  in  the  process of optimizing cancer 
treatment in the patient individualized context through conducting experiments in silico i.e. 
on the computer. Additionally it is a platform for simulating, investigating, better 
understanding and exploring the natural phenomenon of cancer, supporting the design and 
interpretation of clinicogenomic trials and finally training doctors, researchers and interested 
patients alike. The following tumour types are considered: Wilms tumour (nephroblastoma), 
acute lymphoblastic leukemia and breast cancer within the context of various clinical trials.   

In parallel a number of separate models focusing on various biological mechanisms that 
determine tumour dynamics at several combinations of biocomplexity levels/scales and are 
also developed within the framework of the p-medicine project are briefly outlined. The 
primary goal of the tumour biomechanism focused models is to gain insight into the complex 
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multiscale phenomenon of cancer and suggest treatment strategies by studying these 
mechanisms in silico. Each model is designed in such a way that it may be plugged into 
another biomechanism model and/or into the p-medicine Oncosimulator models. The latter is 
to be achieved by adopting the “summarize and jump” strategy in conjunction with the VPH 
toolkit guidelines for model interoperability. Thus the investigational potential of the entire 
VPH modelling component of p-medicine will be considerably enhanced. The following 
special molecular level biomechanism focused models related to the tumour types 
considered are being developed: 

i. a molecular level model for inhibitor-kinase,  
ii. a molecular level model for inhibitor-tubulin,  
iii. a model of microtubule stability. 
iv. a DNA-intercalation model,  
 
In addition the following cellular level biomechanism models will be developed:  
 
v. a model of the proliferative polarity of stem cells as controlled by a p53 signalling 
network,  
 
vi. a model of the interplay of tumour cells and the immune system.  
 
It is noted that apart from the simulation of new (in relation to the previous versions of the 
Oncosimulator) clinical trials concerning acute lymphoblastic leukemia and breast cancer, 
the modelling of antiangiogenic therapy, the development of a non localized compartmental 
multiscale model for leukemia treatment and the special biochemical/molecular and cellular 
biomechanism models to be used in conjunction with the tumour types and clinical trials 
considered constitute some of the novelties of the p-medicine Oncosimulator. 
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Executive Summary 
 

This deliverable outlines the basics of the architecture of the Oncosimulator and the special 
biomechanism models that constitute the main objects of workpackage 12 entitled: “Virtual 
Physiological Human (VPH) Modelling and the Integrated Oncosimulator”. It also describes 
the basic information flow across the various modelling modules of the VPH components. 
The document is to be viewed only as a gross framework for the development of the detailed 
algorithms and computer codes of the Oncosimulator and the focused biomechanism 
models. Detailed descriptions of the algorithms will be included in deliverable D12.2. 

The Oncosimulator is at the same time a concept of multilevel integrative cancer biology, a 
complex algorithmic construct, a biomedical-engineering  system  and eventually  a  clinical  
tool which  primarily  aims  at  supporting  the clinician  in  the  process of optimizing cancer 
treatment in the patient individualized context through conducting experiments in silico i.e. 
on the computer. Additionally it is a platform for simulating, investigating better 
understanding and exploring the natural phenomenon of cancer, supporting the design and 
interpretation of clinicogenomic trials and finally training doctors, researchers and interested 
patients alike. The following tumour types are considered: Wilms tumour (nephroblastoma), 
acute lymphoblastic leukemia and breast cancer within the context of various clinical trials.   

In parallel a number of separate models focusing on various biological mechanisms that 
determine tumour dynamics at several combinations of biocomplexity levels/scales will be 
developed. The primary goal of the tumour biomechanism focused models is to gain insight 
into the complex multiscale phenomenon of cancer and suggest treatment strategies by 
studying these mechanisms in silico. Each model is designed in such a way that it may be 
plugged into another biomechanism model and/or into the p-medicine Oncosimulator 
models. The latter is achieved by adopting the “summarize and jump” strategy in conjunction 
with the VPH toolkit guidelines for model interoperability. Thus the investigational potential of 
the entire VPH modelling component of p-medicine will be considerably enhanced.  

The following biomechanism focused models related to the tumour types considered will be 
developed: 

i. a molecular level model for inhibitor-kinase,  
ii. a molecular level model for inhibitor-tubulin,  
iii. a model of microtubule stability. 
iv. a DNA-intercalation model,  
 
In addition the following cellular level biomechanism models will be developed:  
 
v. a model of the proliferative polarity of stem cells as controlled by a p53 signalling 
network,  

vi. a model of the interplay of tumour cells and the immune system. 

It is noted that apart from the simulation of new (in relation to the previous versions of the 
Oncosimulator) clinical trials concerning acute lymphoblastic leukemia and breast cancer, 
the modelling of antiangiogenic therapy, the development of a non localized compartmental 
multiscale model for leukemia treatment and the special biochemical/molecular and cellular 
biomechanism models to be used in conjunction with the tumour types and clinical trials 
considered constitute some of the novelties of the p-medicine Oncosimulator. Furthermore, 
the exploitation of new nephroblastoma cases is expected to allow a statistically grounded 
clinical adaptation and validation analysis of the Oncosimulator. 
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Chapter 1: Introduction 
 

1.1. Purpose of this document  
The purpose of the present document is to briefly outline the basics of the architecture of the 
Oncosimulator and the special biomechanism models referring to both the molecular and the 
cellular level that constitute the main objects of workpackage 12 entitled: “Virtual 
Physiological Human (VPH) Modelling and the Integrated Oncosimulator”. It also provides 
the basic information flow across the various modelling modules of the VPH entities. This 
document is to be viewed only as a gross framework for the development of the detailed 
algorithms and computer codes of the Oncosimulator and the focused biomechanism 
models. Detailed descriptions of the algorithms will be included in deliverable D12.2. 

 

1.2. Introduction to the model development and clinical trial 
exploitation of WP12 

Three multiscale simulation models corresponding to the three tumour types to be 
addressed i.e.nephroblastoma, breast cancer and acute lymphoblastic leukaemia are being 
developed. The models make use of multiscale (imaging, histological, molecular, clinical, 
treatment) data of the patient and focus on tumour response to treatment (chemotherapy, 
targeted therapy, radiotherapy and combinations). Discrete mathematics serves as the main 
mathematical tool whereas continuous mathematics is recruited in order to address special 
facets of cancer treatment and response. The modelling core developed by the In Silico 
Oncology Group, Institute of Communication and Computer Systems - National Technical 
University of Athens (ICCS-NTUA) ( www.in-silico-oncology.iccs.ntua.gr ) and extended 
within the framework of the EC funded ACGT and ContraCancrum projects serves as the 
development basis of the models. For each solid tumour case a discretization mesh is 
superimposed upon the anatomic region of interest and the most critical biological and 
biophysical rules (or “laws”) are applied on each geometrical cell of the mesh at each virtual 
scan of the region to take place at intervals of one time unit (e.g. 1 h). In the case of 
leukaemia a non-spatial compartmental model of cells distributed over the various 
proliferative potential cell categories serves as the basis of the corresponding Oncosimulator 
model. Cell cycling, symmetric and asymmetric cell division, metabolism, molecular profile, 
key molecular interactions and survival fraction following treatment represent some of the 
key rules of the models. The treatment limits imposed by normal tissues will also be taken 
into account. The development of all models is strictly driven by the corresponding clinical 
trial protocols. These three models constitute the simulation basis of the p-medicine 
Oncosimulator and will be clinically adapted/validated using one clinical trial per model. 

The p-medicine Oncosimulator models will be quantitatively adapted to clinical reality by 
exploiting sets of real multiscale biodata including imaging (where applicable), histological, 
molecular, clinical, and treatment data produced by the clinical trials of the project. Clinical 
trial data will also be used in order to optimize and validate the simulation codes. To this end 
the following clinical trials will be used: 

i. For the nephroblastoma model: the nephroblastoma SIOP 2001/GPOH clinical trial 
including the antigen scenario (ACGT version).  

ii. For the breast cancer model: the breast cancer bevacizumab-1 and -2 trials.  

iii. For the acute lymphoblastic leukaemia model: the ALL BFM 2000 clinical trial. 
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1.3. The notion and basic architecture of the Oncosimulator 
The Oncosimulator is at the same time a concept of multilevel integrative cancer biology, a 
complex algorithmic construct, a biomedical  engineering  system  and eventually  a  clinical  
tool which  primarily  aims  at  supporting  the clinician  in  the  process of optimizing cancer 
treatment in the patient individualized context through conducting experiments in silico i.e. 
on the computer. Additionally it is a platform for simulating, investigating better 
understanding and exploring the natural phenomenon of cancer, supporting the design and 
interpretation of clinicogenomic trials and finally training doctors, researchers and interested 
patients alike [1.1]-[1.8]. From the mathematical standpoint the Oncosimulator is primarily 
based on discrete mathematics although continuous mathematics is also used. The Discrete 
Entity Based Cancer Simulation Technique (DEBCaST) [1.6] is extensively used. A broader 
literature review of multiscale cancer modelling in the context of which the Oncosimulator 
has emerged is available in [1.8] and [1.9]. A synoptic outline of the clinical utilization of a 
specific version of the Oncosimulator, as envisaged to take place following an eventually 
successful completion of its clinical adaptation, optimization and validation process is 
provided below. 
First step: Obtain patient’s individual multiscale and inhomogeneous data. Data sets to be 
collected for each patient include: clinical data (age, sex, weight etc.), eventual previous 
anti‐tumour treatment history, imaging data (e.g. MRI, CT, PET etc images) (when 
applicable), histopathological data (e.g. detailed identification of the tumour type, grade and 
stage, histopathology slide images whenever biopsy is allowed and feasible and/or 
haematological test data.), molecular data (DNA array data, selected molecular marker 
values or statuses, serum markers etc.). It is noted that the last two data categories are 
extracted from biopsy material and/or body fluids.   

Second step: Preprocess patient’s data. The data collected are pre‐processed in order to 
take an adequate form allowing its introduction into the “Tumour and Normal Tissue 
Response Simulation” module of the Oncosimulator. For example the imaging data are 
segmented, interpolated, eventually fused and subsequently the anatomic entity/‐ies of 
interest is/are three-dimensionally reconstructed. This reconstruction will provide the 
framework for the integration of the rest of data and the execution of the simulation. In 
parallel the molecular data is processed  via  molecular  interaction  networks  so  as  to  
perturb and individualize the average pharmacodynamic or radiobiological cell survival 
parameters.   
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Fig. 2.1 A synoptic outline of the Oncosimulator [1.6] 

 

  

Third step: Describe one or more candidate therapeutic scheme(s) and/or schedule(s). The 
clinician describes a number of candidate therapeutic schemes and/or schedules and/or no 
treatment (obviously leading to free i.e. non‐inhibited tumour growth), to be simulated in 
silico i.e. on the computer.   
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Fourth step: Run the simulation.  The computer code of tumour growth and treatment 
response is massively executed on distributed grid or cluster computing resources so that 
several candidate treatment schemes and/or schedules are simulated for numerous 
combinations of possible tumour parameter values in parallel. Predictions concerning the 
toxicological compatibility of each candidate treatment scheme are also produced or 
alternatively estimates of the toxicologically acceptable dosage limits are retrieved from 
literature. 

Fifth step: Visualize the predictions. The expected reaction of the tumour as well as 
toxicologically relevant side effect estimates for all scenarios simulated are visualized using 
several techniques ranging from simple graph plotting to four multidimensional rendering.  

Sixth step: Evaluate the predictions and decide on the optimal scheme or schedule to be 
administered to the patient. The clinician carefully evaluates the Oncosimulator’s predictions 
by making use of their logic, medical education and even qualitative experience. If no 
serious discrepancies are detected, the predictions support the clinician in taking their final 
and expectedly optimal decision regarding the actual treatment to be administered to the 
patient.   
Seventh step: Apply the theoretically optimal therapeutic scheme or schedule and further 
optimize the Oncosimulator. The expectedly optimal therapeutic scheme or schedule is 
administered to the patient. Subsequently, the predictions regarding the finally adopted and 
applied scheme or schedule are compared with the actual tumour course and a negative 
feedback signal is generated and used in order to optimize the Oncosimulator. 

 

1.4. The special biomechanism models  
In parallel a number of separate models focusing on various biological mechanisms that 
determine tumour dynamics at several various combinations of biocomplexity levels/scales 
are being developed. The primary goal of the special tumour biomechanism focused models 
is to gain insight into the complex multiscale phenomenon of cancer and suggest rather 
generic treatment strategies by studying these mechanisms in silico. Each model will be 
designed in such a way that it may be plugged into another biomechanism model and/or into 
the p-medicine Oncosimulator models. The latter will be achieved by adopting the 
“summarize and jump” strategy in conjunction with the VPH toolkit guidelines for model 
interoperability. Thus the investigational potential of the entire VPH modelling component of 
p-medicine will be considerably enhanced.  
 

The following biomechanism focused models related to the tumour types considered will be 
developed: 

i. a molecular level model for inhibitor-kinase,  
ii. a molecular level model for inhibitor-tubulin,  
iii. a model of microtubule stability. 
iv. a DNA-intercalation model,  
 
In addition the following cellular level biomechanism models will be developed:  
 
v. a model of the proliferative polarity of stem cells as controlled by a p53 signalling 
network,  

vi. a model of the interplay of tumour cells and the immune system. 

1.5. Novelty  
It is noted that apart from the simulation of new (in relation to the previous versions of the 
Oncosimulator) clinical trials concerning acute lymphoblastic leukemia and breast cancer, 
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the modelling of antiangiogenic therapy, the development of a non localized compartmental 
multiscale model for leukemia treatment and the special biochemical/molecular and cellular 
biomechanism models to be used in conjunction with the tumour types and clinical trials 
considered constitute some of the novelties of the p-medicine Oncosimulator. Furthermore, 
the exploitation of new nephroblastoma cases is expected to allow a statistically grounded 
clinical adaptation and validation analysis of the Oncosimulator. 
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Chapter 2: Structure of the Deliverable 
The deliverable describes the basics of the architecture of the Oncosimulator and the special 
biomechanism models pertaining to both the molecular and the cellular biocomplexity level. 
It also provides the basic information flow across the various modelling modules of the VPH 
entities. Chapter 3 deals with the Wilms tumour branch of the Oncosimulator. Chapter 4 
deals with the acute lymphoblastic leukemia branch of the Oncosimulator. Chapter 5 deals 
with the breast cancer branch of the Oncosimulator. Chapter 6 deals with the following 
biomechanism models: a molecular level model for inhibitor-kinase, a molecular level model 
for inhibitor-tubulin, a model of microtubule stability and a DNA-intercalation model. Chapter 
7 deals with the following biomechanism models: a model of the proliferative polarity of stem 
cells as controlled by a p53 signalling network and a model of the interplay of tumour cells 
and the immune system. Chapter 8 includes a brief discussion and the conclusions. 
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Chapter 3: The Wilms Tumour Branch of the 
Oncosimulator 

 

3.1 The Wilms tumour (nephroblastoma) simulation model  
3.1.1   General features 
The core simulation model of the nephroblastoma (as well as the breast cancer) branch of 
the Oncosimulator is a predominantly discrete, clinically-oriented multiscale model of solid 
tumour response to treatment [3.1], [3.2]. In the case of nephroblastoma, preoperative 
chemotherapy is the simulated form of treatment. A ‘‘top-down’’ simulation approach is 
adopted [3.3], [3.4].  The simulation method starts from the macroscopic imaging data, 
representing a high biocomplexity level, and proceeds towards lower biocomplexity levels. 
When there is a need for an upwards movement in the biocomplexity scales, a summary of 
the available information pertaining to the previous lower level is made through the utilization 
of either a single or a small number of parameter value(s). Clinical orientation of the model 
has been a fundamental guiding principle throughout its development. Available medical 
data (imaging, histopathological, molecular) can be exploited, in order to strengthen patient-
individualized modeling. The model is under continuous refinement in the framework of 
clinical trials. An ongoing sensitivity analysis in conjunction with the utilization of real clinical 
trial data considerably supports the process of model validation [3.5].  
 
3.1.2  Basic algorithmic notions 
The following five categories (or “equivalence classes”) of cancer cells are considered in the 
model: stem cells (cells of unlimited mitotic potential), LIMP cells (LImited Mitotic Potential or 
committed progenitor cells, which can perform a limited number of mitoses before terminal 
differentiation), terminally differentiated cells, apoptotic cells and necrotic cells. The various 
cell cycle phases (G1, S, G2, M) and the dormant (G0) phase constitute subclasses in which 
stem or LIMP cells may reside. Fig. 3.1 depicts the proposed core cytokinetic model, which 
incorporates several biological phenomena that take place at the cellular level. The following 
are some of the most crucial ones:  

 Cycling of proliferating cells through the successive cell cycle phases.  
 Symmetric and asymmetric modes of stem cell division.  
 Terminal differentiation of committed progenitor cells after a number of mitotic 

divisions. 
 Transition of proliferating cells to the dormant phase due to inadequate supply of 

oxygen and nutrients.  
 Reentering of dormant cells into the active cell cycle due to local restoration of oxygen 

and nutrient supply.  
 Cell death through spontaneous apoptosis.  
 Cell death through necrosis (due to prolonged oxygen and nutrients’ shortage).  
 Cell death due to chemotherapy-induced apoptosis. 

Table 3.1 presents the corresponding tumour dynamics model parameters. 

In order to simulate chemotherapy-induced cell death, lethally hit cells are assumed to enter 
a rudimentary cell cycle leading to apoptotic death. Cell cycle-specific, cell cycle-non 
specific, cell cycle phase-specific and cell cycle phase-non specific drugs can be simulated, 
as detailed in [3.1]. “Marking” of a cell as “hit” by a drug is assumed to take place at the 
instant of drug administration. However, its actual time of death is dictated by the specific 
drug’s pharmacokinetics and pharmacodynamics. The numbers of cells hit by the drug are 
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computed through the utilization of the cell kill ratio (CKR) parameter (CKR = 1-cell survival 
fraction), defined as the percentage of lethally hit cells after each drug administration. A 
diversification of chemotherapeutic resistance between tumour stem and non-stem cells can 
be easily achieved through the use of different values of the corresponding CKR parameters. 

For a relatively short time interval compared to the tumour lifetime (such as the duration of a 
simulated chemotherapeutic schedule) the various cell category/phase transition rates are 
considered approximately constant and reflect the means of the actual cell category/phase 
transition rates over the interval. 

 

3.1.3 Virtual tumour spatiotemporal initialization  
A three-dimensional cubic mesh discretizing the region of interest is considered. The 
elementary volume of the mesh is called geometrical cell (GC). Each GC of the tumour 
accommodates initially a number of biological cells (NBC), which is defined based on typical 
solid tumour cell densities (e.g. 109 cells/cm3) [3.6], unless more specific information for a 
particular tumour is available. The cells initially residing within each GC of the mesh are 
distributed into the five classes and subclasses mentioned above. The technique used for 
the tumour constitution initialization is critical, in order to avoid latent artificial tumour growth 
behaviours [3.1], [3.2].  

The model supports the division of tumour area into different metabolic regions (e.g. necrotic 
and proliferative) based on pertinent imaging data and the handling of each region 
separately. In this case different values of specific model parameters can be assigned to 
each region.  

3.1.4 Virtual tumour spatiotemporal evolution 
At each time step the discretizing mesh is scanned and the basic cytokinetic, metabolic, 
pharmacokinetic/pharmacodynamic and mechanical rules that govern the spatiotemporal 
evolution of the tumour are applied. Practically, each complete scan can be viewed as 
consisting of two mesh scans, as described in [3.1]. Briefly speaking, the first scan aims at 
updating the state of each GC, by applying the rules of the cytokinetic model of Fig. 3.1. The 
second scan serves to simulate tumour expansion or shrinkage, based on the principle that, 
throughout a simulation, the total population of a GC is allowed to fluctuate between a 
minimum and a maximum value, defined in relation to the initial typical GC cell content. At 
each time step, checks of each GC total population designate whether the total cell number 
is above/below the predefined max/min thresholds and, if necessary, specially-designed cell 
content shifting algorithms “create” or “delete” GCs and thereby lead to tumour expansion or 
shrinkage, respectively. A simplified activity diagram of the entire simulation procedure is 
provided in Fig. 3.2.  

3.1.5 Chemotherapeutic agents for the treatment of Wilms tumours 
3.1.5.1 Vincristine pharmacokinetics and pharmacodynamics 
The antineoplastic effect of vincristine is basically attributed to its ability to destroy the 
functionality of cell microtubules, which form the mitotic spindle, by binding to the protein 
tubulin [3.9]. Failure of the mitotic spindle results in apoptotic cell death at mitosis [3.14]. 
Vincristine is characterised as a cell cycle specific agent (exerts action on cells traversing 
the cell cycle) [3.10] and more specifically as an M-phase specific drug [3.9], [3.11]. 
Therefore, in the simulation model vincristine is assumed to bind at cells at all cycling 
phases and lead to apoptotic cell death at the end of M phase. It should be noted that 
vincristine cytotoxicity is known to decrease with increasing tumour cell density (“inoculum 
effect”) [3.12]. 
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Following a vincristine intravenous (i.v.) bolus injection of 1.5 mg/m2 the area under curve 
(AUC) is given according to [3.7] as equal to 6.7mg/L/min. According to [3.8] an experiment 
was carried out to test whether the arrest in metaphase of cervical carcinoma cells after 
treatment with various concentrations of vincristine for 6 hours was reversible. Treatment 
with 16×10-3 μg/ml of vincristine for 6 hours seems to produce an irreversible metaphase 
arrest and an AUC of 5.76 μg/ml/min =5.76 mg/L/min which is very close to the clinical AUC 
that has been observed in [3.7]. The metaphase index calculated at 90 min after the removal 
of the drug (a time period during which it increases) was equal to 240 (cells stuck in 
metaphase per 1000 cells). This value of 240/1000=0.24 can be considered to reflect the cell 
kill fraction in the experiment, since mitosis cannot be completed, the cell cycle cannot 
proceed and death should follow. As the value of 5.76 μg/ml/min for the AUC in this 
experiment is slightly lower than the clinical AUC value of 6.7 mg/L/min, a cell kill fraction 
equal to 0.3 could be justified as an initial gross approximation, which is expected to be 
corrected, if necessary, with the help of clinical data. As a first approximation also the 
imperfect drug penetration into the tumour is assumed to have been taken into account in 
this value of 0.3 cell kill fraction. 

 
3.1.5.2 Actinomycin-D (Dactinomycin) pharmacokinetics - pharmocodynamics 
Actinomycin-D is a cell cycle-nonspecific antitumour antibiotic that binds to double-stranded 
DNA through intercalation between adjacent guanine-cytosine base pairs [3.10], thereby 
inhibiting its synthesis and function. It also acts to form toxic oxygen-free radicals, which 
create DNA strand breaks, inhibiting DNA synthesis and function. In the simulation model 
actinomycin-D is assumed to bind to cells at all cycling phases and lead to apoptosis at end 
of S phase. Since recent literature data for dactinomycin pharmacokinetics proved to be 
rather scarce, a more simplistic approach has been adopted in this case as a first 
approximation. A cell kill fraction equal to 0.2 has been adopted as a starting point based on 
the fact that actinomycin- D is considered a less potent cytotoxic drug compared to 
vincristine, as indicated by lower AUC and higher IC50 values for various tumour and normal 
cells [3.13],[3.14]. Imperfect drug penetration into the tumour is assumed to have been taken 
into account when considering this cell kill fraction value. 

 
3.1.5.3  Vincristine and Actinomycin-D combined treatment. 
In case a vincristine i.v. bolus injection is directly followed by an i.v. bolus injection of 
actinomycin-D, with no delay in-between, as a first approximation an additive drug effect of 
vincristine and actinomycin-D can been assumed. This is considered an optimal starting 
point for simulating the effect of practically concurrently administered drugs (when this is the 
case). The corresponding cell kill fractions computed according to the pharmacodynamics of 
each drug are added in order to acquire the total cell kill fraction (cell kill fraction = 1-cell 
survival fraction) [3.15]. The individual patient’s serum immune response molecular data 
correlating specific tumour antigens with tumour histology (blastemal, epithelial, stromal cell 
fractions), which in turn considerably affects chemotherapy responsiveness, have been 
planned to be used in order to perturb the population based mean cell survival fractions.  

 

3.1.6  Model sensitivity analysis 
The results of the sensitivity analyses performed up to now have permitted the sorting of 

the model’s parameters –and hence of the corresponding biological mechanisms- according 
to the magnitude of their effect on selected outputs. These are cellular-level biological 
mechanisms, but are governed by –and thus summarize- various genetic determinants 
which may diversify the tumour phenotype, prognosis and response to therapy for each 
particular clinical case. More specifically, all model parameters pertaining to tumour 
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dynamics have been studied (Table 3.1). The remaining few model parameters are 
miscellaneous parameters unrelated to the tumour dynamics. The simulation outcome 
considered was the tumour volume reduction after chemotherapy treatment, since this is a 
typical measure of the response to preoperative chemotherapy treatment in the clinical 
setting [3.16], [3.17]. The sensitivity analysis approach adopted for the sorting of model’s 
parameters in terms of their effect on the simulation outcome was the consideration of a 
5% variation (variation factor h=0.05) around the reference value of each studied model 
parameter and subsequent inspection of the variation in the output (a detailed explanation of 
these sensitivity analysis can be found in [3.5]). 

 
As shown in Fig. 3.3, the two biological mechanisms mostly implicated in the result of 
therapy are:  

a. The oxygen and nutrients availability status of the tumour (as expressed mainly by 
the fraction of cells entering the dormant phase following mitosis - Psleep), and 

b. The balance between the symmetric and asymmetric modes of stem cell division, 
reflecting intrinsic properties of stem cells and/or extrinsic controls from their 
microenvironment (represented by the fraction of stem cells that divide symmetrically 
- Psym) 
Other parameters completing the picture of tumour response to therapy, but with 

significantly reduced impact on the selected outcome compared to the previous two, are: 
c. The cytotoxicity of the chemotherapeutic agents (reflected by their total cell kill ratio – 

CKRtotal)  
d. The cell cycle duration - Tc 
e. The apoptosis rate of living stem and committed progenitor (LIMP) tumour cells - RA. 
f. The fraction of the dormant cells having just left the G0 compartment that re-enter the 

cell cycle -PG0toG1 (which constitutes a further way through which the oxygenation and 
nutrients’ availability status of the tumour plays a role in the model). 

An additional parametric analysis is presented in Fig. 3.4, involving the previously defined six 
most critical parameters which largely complete the picture of the tumour’s response to 
treatment in terms of volume reduction (i.e. Psleep, Psym, CKRtotal, Tc, RA, PG0toG1). The 
combined effects of a number of parameter dyads on the reduction percentage of a 
chemotherapeutically treated tumour and on the growth rate constant characterizing its re-
growth after the completion of therapy have been studied. The considered parameter dyads 
are: i) Psym and Psleep, ii) TC and RA, and iii) CKRtotal and PG0toG1.   

For tumour regrowth after therapy studies, an exponential free growth pattern has been 
considered, which in fact approximates a segment of the Gompertzian curve, as explained in 
[3.1]. The areas that appear in the graphs of figure 4 show only combinations of biologically 
relevant parameter values leading to tumours that exhibit monotonic behaviour for the case 
of free growth [3.1], [3.5] and tumours displaying volume reduction after therapy for the case 
of treatment.  

Fig. 3.4A shows the combined effect of Psym and Psleep on the growth rate of the tumour. An 
intuitive observation is that a tumour is more aggressive (with a higher growth rate constant) 
for higher values of Psym and lower values of Psleep, which points out the counteracting effect 
of the two mechanisms. The growth rate “isosurfaces” (here defined as distinct ranges of the 
growth rate constant values and indicated by distinct gray shades) form parallel stripes, 
implying that the effect of the combination of the two parameters retains the same character 
over the entire value space considered. 

Fig. 3.4C shows the combined influence of TC and RA. Virtual tumours with prolonged cell 
cycle duration are less aggressive (with a lower growth rate constant) than tumours with 
short cell cycle durations. This difference becomes greater for higher values of the 
spontaneous apoptosis rate. The tumour growth rate “isosurfaces” appear almost parallel to 
the axis of RA for low values of TC: the influence of spontaneous apoptosis on the growth 



p-medicine – Grant Agreement no. 270089  

D12.1 – Architecture and information flow diagrams of the Oncosimulator and the biomechanism models    

Page 17 of 86 

rate of the tumour is much less pronounced than the effect of the cell cycle duration (which is 
in accordance with the results presented in Fig. 3.3).  

In Fig. 3.4E a biologically anticipated finding is that tumours with higher PG0toG1 values have 
higher growth rate constants. Also, as expected, the drugs’ cell kill ratio has no effect on the 
tumour free growth rate; therefore, “isosurfaces” parallel to the axis of the CKR parameter 
appear in this case. 

In Fig. 3.4B an isoline of maximum volume reduction is discernible. A sharp decrease in the 
output is observed when changing the parameter values from those that lead to that 
maximum reduction, which is characteristic of the pronounced sensitivity of the output on the 
values of these two parameters, in accordance with the results of Fig.3.3. Parallel 
“isosurfaces” are another characteristic of the output in this case two. 

Fig. 3.4D indicates larger volume reductions for tumours with high values of TC and high 
values of RA. Finally, as shown in Fig. 3.4F, an increased CKR of the combination of the 
chemotherapeutic agents (i.e. increased cytotoxicity) leads intuitively to greater tumour 
volume reductions. The volume reductions are slightly higher for higher values of PG0toG1.  

A synopsis of the some of the above findings is available in [3.25]. 

 

 
TABLE 3.1: Definition of tumour dynamics model parameters, reference values and corresponding 
literature references, and values assigned for the implementation of four virtual tumours. CKRtotal (cell 
kill ratio total) is not an independent parameter of the model.  

 

Symbol 
(units) Definition Reference 

Value 
References Tumour 

1 (T1) 
Tumour 
2 (T2) 

Tumour 
3 (T3) 

Tumour 
4 (T4) 

Model parameters studied in published sensitivity analyses 

Tc (h) Cell cycle 
duration  23.0 [3.18] 23.0 40.0 23.0 55.0 

TG0 (h) G0 (dormant 
phase) 
duration, i.e. 
time interval 
before a 
dormant cell 
dies through 
necrosis  

96.0 [3.19] 96.0 96.0 96.0 40.0 

TN (h) Time needed 
for necrosis to 
be completed 
and its lysis 
products to be 
eliminated from 
the tumour 

20.0 [3.20], 
[3.21], [3.22] 20.0 20.0 20.0 120.0 

TA (h) Time needed 
for apoptosis to 
be completed 
and its 
products to be 

6.0 [3.23], [3.24] 6.0 6.0 6.0 6.0 
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eliminated from 
the tumour 

RA (h-1) Apoptosis rate 
of living stem 
and LIMP 
tumour cells 
(fraction of 
non-
differentiated 
cells dying 
through 
apoptosis  per 
hour) 

0.001 
Derived from 
TA, based on 
[3.23], [3.24] 

0.001 0.0008 0.001 0.001 

RADiff (h-1) Apoptosis rate 
of differentiated 
tumour cells  
per hour  

0.003 

 

0.003 0.003 0.003 0.05 

RNDiff  (h-1) Necrosis rate 
of differentiated 
tumour cells  
per hour 

0.001 

Derived from 
TN, based on 
[3.20], [3.22] 0.001 0.001 0.001 0.05 

PG0toG1 The fraction of 
stem or LIMP 
cells having 
just left the G0 
compartment 
that re-enter 
the cell cycle   

0.01 

 

0.01 0.01 0.01 0.01 

NLIMP The maximum 
number of 
mitoses that a 
LIMP cell can 
perform before 
becoming 
terminally 
differentiated 

3 

 

3 3 3 3 

Psym Fraction of 
stem cells that 
perform 
symmetric 
division. 

0.45 

 

0.71 0.45 0.45 0.76 

Psleep Fraction of 
cells that enter 
G0 phase 
following 
mitosis 

0.28 

 

0.40 0.28 0.28 0.36 

CKRVCR Cell kill ratio for 
the specific 
vincristine dose 

0.3 
Derived 

based on 
[3.7], [3.8] 

0.3 0.3 0.36 0.33 
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CKRACT Cell kill ratio for 
the specific 
actinomycin-D 
dose 

0.2 

Derived 
based on 

[3.13], [3.14] 0.2 0.2 0.34 0.22 

CKRTOTAL* Combined cell 
kill ratio of the 
two drugs 
(dependent 
parameter) 

0.5 

Additive 
drug effect 
considered 0.5 0.5 0.7 0.55 

 

 
Fig. 3.1: Generic Cytokinetic model for tumour response to chemotherapy. LIMP: Limited Mitotic 
Potential cells. DIFF: terminally differentiated cells. G1: Gap 1 phase. S: DNA synthesis phase. G2:  
Gap 2 phase. M: Mitosis phase. G0: dormant phase. Hit: cells lethally hit by chemotherapy. The 
sliding arrow indicates the point of the cell cycle at which hit cells are led to apoptosis and depends on 
the drugs’ mechanisms of action. 
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Fig 3.2:  Simplified activity diagram of the simulation procedure. GC: Geometrical Cell. t:true, f:false. 
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Fig. 3.3:  Sorting of the model parameters according to their effect on chemotherapy-induced tumour 
shrinkage. For a definition of the depicted model parameters see Table 3.1. SC: Sorting Criterion (see 
[3.5] for details). 
 

  

A B 

  

C D 
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E F 

 
Fig. 3.4: Combined effects of selected parameter combinations on tumour free growth rate (first 
column) and volume reduction after therapy (second column). Different gray shades correspond to 
distinct ranges of the growth rate constant value or the tumour volume reduction percentage. A, B: 
Combined effect of Psym and Psleep. C,D: Combined effect of Tc and RA. E,F: Combined effect of 
CKRtotal and PG0toG1. For a definition of the depicted model parameters see Table 3.1.  
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Chapter 4: The Acute Lymphoblastic Leukemia 
Branch of the Oncosimulator  

 

4.1 Non-spatial Compartmental Model 

4.1.1 Introduction 

The non-spatial compartmental model presented here constitutes a modification of 
previously developed core simulation algorithms and codes of the In Silico Oncology Group 
(e.g. Stamatakos et al., 2010). The main reason for its development has been the need for 
simulating the temporal evolution and response to therapy of non solid cancers, such as 
acute lymphoblastic leukemia in the context of p-medicine. At the same time, this new non-
spatial compartmental model can be used for solid tumours as well, when no emphasis is 
put on the spatial features of a tumour’s evolution.  

The new model’s critical features are (a) omission of the simulation of the spatial evolution of 
the tumour and (b) consideration of more compartments for proliferating cells. In the 
classical spatial compartmental models (e.g. (Stamatakos et al. 2010), (Stamatakos et al 
2011)), the tumour region is treated as a grid (or “mesh”) of “Geometrical Cells” (GCs, the 
elementary volume of the grid). The morphological rules, which are introduced to govern the 
deletion or creation of new GCs, result in a shrinkage or expansion of the tumour conformal 
to its initial shape. 

The handling of the spatial features of a tumour’s evolution is a computationally demanding 
task, particularly so for large tumour sizes. By ignoring these spatial features in the non-
spatial algorithm, a more detailed modeling of the cytokinetic properties of the proliferating 
cells becomes feasible, through the consideration of more proliferating cell compartments. 
More specifically, the cycling and dormant (if applicable) cancerous cells are distributed in a 
number of classes/compartments that equals the duration of the relevant cell phase. Each 
compartment corresponds to a time interval of one hour, as described analytically in the next 
section. 

This handling presents the advantage of eliminating quantization errors related to the 
existence of only five proliferative cell sub-classes corresponding to the five phases of the 
cell cycle (G1, S, G2, M), as is the case in the classical spatial compartmental code. On the 
other hand, the exclusion of the spatial evolution of the tumour does not affect the temporal 
evolution of the various cancerous cell categories and the total cell population.  

Apart from its intuitive usefulness for the simulation of non-solid cancers, the non-spatial 
compartmental model supports also the simulation of both metabolically homogeneous solid 
tumours and tumours comprising regions of different metabolic activity (e.g. proliferating, 
necrotic), as long as the initial volume of each metabolic region is known. The tumour region 
is not discretized but treated as one or more ‘geometrical cells’ (metabolic compartments) 
depending on the absence or presence of macroscopically distinguishable areas. The time 
course of a solid tumour’s volume can be easily derived subsequently by assuming typical 
cell densities, e.g. 109 biological cells/cm3 (Steel, 2002).  
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In the case of hematological neoplasms different compartments (and their sub-
compartments) can be considered to distinguish leukemic cells residing in blood or bone 
marrow. 

 

4.1.2 Cytokinetic model 

The adopted cytokinetic model (Fig.4.1) incorporates the biological mechanisms of cell 
cycling, quiescence (if applicable), recruitment, differentiation and death. Tumour 
sustenance is attributed to the presence of the cancer stem cells, which have the ability to 
preserve their own population, as well as give birth to cells that follow the path towards 
terminal differentiation. More specifically, five cancerous cell categories can be identified in 
the model:  

i. Stem cells: cells with unlimited proliferating potential,  
ii. LIMP cells: limited mitotic potential cells able to perform a limited number of divisions 

before terminal differentiation,  
iii.  Differentiated cells: terminally differentiated cells 
iv. Apoptotic cells: cells that have died through apoptosis 
v. Necrotic cells: cells that have died through necrosis (if applicable) 

Stem, LIMP and differentiated cells constitute three categories with distinct mitotic potential.  
 
From the mathematical standpoint each cell category defines an equivalence class. Each 
stem or LIMP cell can be either proliferating or dormant.  Proliferation or dormancy creates 
another level of cell population partitioning. A finer partitioning of proliferating cells (stem and 
LIMP) into subclasses is introduced in the non-spatial compartmental code by considering a 
number of compartments that equals the duration of the cell cycle in hours. Each 
compartment corresponds to each hour of the total duration of the G1 (gap 1), S (synthesis), 
G2 (gap 2), M (mitosis) phases and therefore contains the biological cells residing in the 
given hour. Similarly dormant cells (stem and LIMP) (if applicable) are distributed in a 
number of compartments that correspond to each hour of the duration of the G0 phase. A 
further partitioning in the case of therapeutic intervention is treatment hitting, i.e. a boolean 
variable denoting whether a biological cell has been hit by treatment. 

A proliferating tumour cell (stem or LIMP) passes through the successive cell cycle phases. 
If for the type of cancer considered, mechanims of cell nutrition-related dormancy are 
implicated, then after the completion of mitosis, a fraction of newborn cells will enter the 
dormant phase, due to insufficient nutrient supply and oxygenation, whereas the rest will 
continue to cycle. Under conditions of lack of nutrients, dormant cells are assumed to survive 
only for a limited time length. After the expiration of this time, dormant cells die through 
necrosis, unless the local conditions of nutrient and oxygen supply have been reinstated, 
allowing the re-entering of the dormant cells into the active cell cycle. Any cell may die 
through spontaneous apoptosis. Differentiated cells may die through apoptosis or necrosis. 
Table 4.1 lists the model parameters and the corresponding biological mechanisms as 
described above. 

When cancer is chemotherapeutically treated, a fraction of cancer cells are lethally hit by the 
drug or its metabolites. Lethally hit cycling tumour cells enter a rudimentary cell cycle that 
leads to apoptotic death via a specific phase dictated by the action mechanism of the 
chemotherapeutic agent used. Similarly, in the case of cell cycle non specific drugs, lethally 
hit dormant (G0) cells enter the G0hit phase. Marking of a cell as hit by the drug is assumed 
to take place at the instant of drug administration although its actual time of death is dictated 
by the specific pharmacokinetics and pharmacodynamics of the drug. It is pointed out 
however that cell cycle phase specific drugs can be readily modeled by the cytokinetic model 
shown in Fig. 4.1 by appropriately selecting the “Chemo” induced exit from the normal cell 
cycle for both cases of stem and LIMP cells. 
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Fig. 4.1: Generic cytokinetic model (cell category / phase transition diagram) for tumour response to 
chemotherapy. The cell cycle phases are fractionated per hour.Abbreviations: STEM: stem cell. LIMP: 
LImited Mitotic Potential tumour cell (also called committed or restricted progenitor cell). DIFF: 
terminally DIFFerentiated tumour cell. G1: Gap 1 cell cycle phase. S: DNA synthesis phase. G2: Gap 
2 phase. M: Mitosis phase. G0: dormant, resting phase (if applicable). Chemo: chemotherapeutic 
treatment. Hit: cells lethally hit by the drug. 

 

 
4.2 Simulation outline 

The modeling approach is discrete in time. The model incorporates individualized clinical 
data such as histopathologic (e.g., type of tumour, grade) and the genetic data (e.g., p53 
status, if available). For non-solid tumours, cancer cell counts (populations) can be used. 
Regarding imaging data for solid tumours (e.g., CT, MRI, PET), the model does not support 
three dimensional reconstructed images of solid tumours but considers, instead, the tumour 
volume and the volume of any internal metabolic sub-regions (proliferating, necrotic). Each 
region is handled independently. A simplified flowchart of the simulation algorithm pertaining 
to free growth and therapy is depicted in Fig. 4.2 and described below. 
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Figure 4.2. Simplified flowchart of the simulation procedure. 
 
 

4.2.1 STEP0: Cancer definition 
 

The first step is the definition of the clinical cancer considered based on the available 
patient-specific data. The model accepts as an input cell counts, for non-solid cancers, and 
the total volume of the tumour and the volume of any region of different metabolic activity 
(e.g. necrotic and proliferative) for solid cancers. In case of leukemia different compartments 
corresponding to blood and bone marrow can be considered. In case of a homogeneous 
solid tumour the whole tumour area constitutes one metabolic compartment, whereas in the 
case of an inhomogeneous tumour the number of metabolic compartments equals the 
number of the metabolic sub-regions. The values assigned to the model input parameters 
(see section 4.3) are defined for each metabolic sub-region. Histological data such as 
differentiation grade, as well as other tumour specific data, can be incorporated for further 
refinement of the values attributed to the model input parameters.  
 

4.2.2 STEP 1: Free growth check 
 

Based on the cytokinetic model described previously, stem cells are responsible for 
sustaining a malignancy and their behaviour plays a determinant role for cancer free growth 
evolution. Depending on the values assigned to the model parameters that describe the life 
course of stem cells, it is possible to simulate leukemias/tumours with variable degree of 
aggressiveness in terms of growth rate. Furthermore, there exist certain ‘forbidden’ value 
combinations of these parameters that lead to biologically irrelevant cancers, i.e. 
tumours/leukemias that diminish over time of their own accord, unable to sustain growth.  
A condition is applied to check whether the value combination of input parameters leads to a 
growing or self-diminishing cancer. The condition has been derived (Kolokotroni et al. 2011) 
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from an analytical treatment of model assumptions following the methodology of (Bertuzzi et 
al. 1997).   

 

 

4.2.3 STEP 2: Tumourigenesis 
 

In order to avoid an abnormal free growth behaviour at the beginning of the simulation, an 
automatic initialization methodology has been developed, according to which the initial 
relative population (expressed as a fraction of the total cancer cell population) of each 
equivalence class and its equivalence subclasses is adjusted to the values attributed to the 
cell category and cell phase transition rates. The technique consists of the following 
processes. An initial number of stem proliferating cells e.g. 10000 and stem G0 cells (if 
applicable) e.g. 1000 are distributed throughout the cell cycle and dormant phase 
respectively.  
 
The system is left to evolve according to the cytokinetic model of Fig.4.1 and produce the 
rest of the cell category populations. The code execution has to continue until equilibrium is 
reached and the various cell categories population percentages have been stabilized. 
 

4.2.4 STEP 3: Population initialization 
 

The initial biological cells (for solid tumours: residing within each metabolic compartment) 
are distributed into the five cell categories, i.e. stem, LIMP, differentiated, apoptotic, necrotic 
(if applicable), based on the fractions calculated during the previous step. The initial 
distribution of the proliferating and dormant cells throughout the relevant phase is assumed 
to be an exponential decay of the time they have spent since entering the relevant phase 
(time is discrete). 
  

4.2.5 STEP 4: Tumour evolution 
 

Each hour the state of each compartment is updated according to the proposed and adopted 
cytokinetic model of Fig.4.1 as follows. Spontaneous apoptosis induced cell loss from the 
class of differentiated cells and from each non treatment- and treatment-perturbed cell cycle 
phase and the G0 phase is calculated for each cell category based on the spontaneous 
apoptotic rates assumed. The necrotic and apoptotic cells destined to disappear are 
computed based on the reciprocal of the duration of the relevant phase. The following 
transitions between the various cell categories may take place:   
 
For stem and LIMP cells: Progression through relevant phase, G0G1, G0Necrosis or 
G0Apoptosis.   
For differentiated cells:  DifferentiatedNecrosis, DifferentiatedApoptosis.  
For dead cells of any mitotic potential category: ApoptosisCell disappearance, 
NecrosisCell disappearance.   
The corresponding rates are parameters of the model (Table 4.1). 
 
As far as chemotherapy is concerned, at any time instant corresponding to drug 
administration, the numbers of proliferating and dormant cells belonging to each hour of the 
relevant phase and to each one of the stem or LIMP mitotic potential categories that are 
designated as hit by the drug are computed. The latter is achieved through the utilization of 
the cell kill ratio (CKR) parameter that corresponds to the drug and dose (per m2 of the 
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patient surface) considered.  In terms of the simulation model’s parameters the cell kill ratio 
is the percentage of LIMP and stem cells hit by the chemotherapeutic agent after each drug 
administration. The above mentioned cell numbers are added to the corresponding cell 
numbers of the drug affected equivalence subclasses, designated as “phase” hit. The 
progression of proliferating and dormant cells throughout the cycling and dormant phase and 
their removal is dictated by the action mechanism of the chemotherapeutic agent.  
 

4.3 Input parameters 
 

Table 4.1 presents the simulation model’s input parameters and their range of values 
according to pertinent literature or based on logical assumptions supported by basic science 
or clinical experience in case of lack of literature data. In the following a description of the 
model’s parameters related to free growth and their adopted values is provided:  
 
(i) Cell cycle duration 
Based on literature, even though cell cycle duration in cell lines, in vitro, is found equal to 
around one day, in human tumours may vary considerably, even among tumours of the 
same histological type. In vivo studies have indicated that cell cycle duration may vary from 
15h to more than 100h, with a mean value around 2-3 days (Steel et al., 2002). In the 
presented model, the duration of mitosis phase is considered constant and equal to 1h (Bast 
et al., 2000). The rest of the cell cycle phases durations are computed based on (Salmon et 
al. 2001), after having taken into consideration the above assumption regarding the constant 
duration of mitosis. More specifically the following equations are used: TG1 = TS = 0.41(Tc-
TM), TG2 = 0.18(Tc-TM), TM  = 1h. The duration of cell cycle phases is used to determine the 
time point that hit cells die through apoptosis depending on the action mechanism of the 
drug.  
 
(ii) Duration of G0, duration of apoptosis and necrosis  
According to literature dormant cells resting in G0 phase can survive under hypoxic 
conditions for 4-10 days (Maseide et al., 2000). Tumour apoptotic cells are generally 
considered to be rapidly phagocytosed in vivo (Dewey et al., 1995), contrary to the time-
consuming process of necrosis products removal.  
 
(iii) Cell category/phase transition rates/fractions 
The values of these parameters have been selected based on both qualitative or semi-
quantitative information and the dictates of the accumulated basic science and clinical 
experience. Systematic use of clinical trial data is expected to permit a quantitative 
refinement of the initial assumptions. 
 
(v) Number of mitotic divisions that LIMP (committed progenitor) cells undergo before they 
become terminally differentiated  
This parameter allows us to simulate tumours of different differentiation degrees.  
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Table 4.1: MODEL PARAMETERS 

Parameter symbol Description Value   References 
CELL PHASE DURATIONS 

Tc[class] 
class{stem, LIMP†}   

Cell cycle duration in hours *  
 

20 h – 96 h Steel et al. 2002 

TG0[class] 
class{stem, LIMP†}   

G0 (dormant phase) duration* i.e. 
time interval before a dormant cell 
enters necrosis or re-enters cell 
cycle in hours 

96 h – 240 h Maseide et al., 2000 

TN  

(for solid tumours: TN 
[region], 
region{proliferating, 
necrotic}) 

Time (in hours)   needed for both 
necrosis to be completed and its 
lysis products to be removed ‡ 

(0-several days) Ginsberg T.,1996 
(similar value range) 
 

TA 

(for solid tumours: TA 
[region], 
region{proliferating, 
necrotic}) 

Time (in hours)  needed for both 
apoptosis to be completed and its 
products to be removed ‡ 

 (0  – 25 h) Ginsberg T.,1996 
(similar value range) 
Dewey et al., 1995 
 
 

CELL CATEGORY/PHASE  TRANSITION RATES 
RA Apoptosis rate of living stem and 

LIMP† tumour cells [fraction of 
cells dying through apoptosis per 
hour] 

0.0  – 1.0 h-1  

RNDiff Necrosis rate of differentiated 
tumour cells [fraction of cell 
number per hour] 

0.0  – 1.0 h-1  

RADiff Apoptosis rate of differentiated 
tumour cells [fraction of cell 
number per hour] 

0.0  – 1.0 h-1  

PG0toG1 

(For solid tumours: 
PG0toG1 [region] 
region{proliferating, 
necrotic}) 

Fraction of dormant (stem and 
LIMP†) cells that have just left 
dormant phase and re-enter cell 
cycle ‡   

0.0   – 1.0   

Psleep 

(For solid tumours: 
Psleep[region] 
region{proliferating, 
necrotic}) 

 

Fraction of cells entering the G0 
phase following mitosis ‡ 

0.0 – 1.0  

Psym 

(For solid tumours: 
Psym[region] 

Fraction of stem cells that perform 
symmetric ‡   

0.0 – 1.0  
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region{proliferating, 
necrotic}) 
 

MISCELLANEOUS PARAMETERS 
NLIMP Number of mitoses performed by 

LIMP† cells before becoming 
differentiated 

1 - 10  

Cell kill factor[class] 
 
class{stem, LIMP†}   

Factor adapting cell killing 
probability to stem or LIMP† cells 

0.0 – 1.0  

    
For solid tumours: VT Tumour volume in mm^3 depends on 

tumour 
imageable 
characteristics 

 

For solid tumours: VN Volume of necrotic layer in mm^3 depends on 
tumour 
imageable 
characteristics 

 

DRUG ADMINISTRATION PARAMETERS 
T1st,combi Time point after initialization (in 

days) when the 1st combination 
drug administration takes place   

  

T2nd, combi Time interval (in days) between 
1st and 2nd combination drug 
administration 

depends on 
chemotherapeutic 
schedule 

 

T3rd, combi Time interval (in days) between 
2nd and 3rd combination drug 
administration 

depends on 
chemotherapeutic 
schedule 

 

T4th, combi Time interval (in days) between 
3rd and 4th combination drug 
administration 

depends on 
chemotherapeutic 
schedule 

 

T5th, combi Time interval (in days) between 
4th and 5th combination drug 
administration (=0 if the 
chemotherapeutic scheme 
simulated comprises of less than  
5  sessions) 

depends on 
chemotherapeutic 
schedule 

 

T6th, combi Time interval (in days) between 
5th and 6th combination drug 
administration (=0 if the 
chemotherapeutic scheme 
simulated comprises of less than  
6  sessions) 

depends on 
chemotherapeutic 
schedule 

 

T1st,single Time point after initialization (in 
days) when the 1st single drug 
administration takes place   

depends on 
chemotherapeutic 
schedule 

 

T2nd, single Time interval (in days) between 
1st and 2nd single drug 
administration 

depends on 
chemotherapeutic 
schedule 
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T3rd, single Time interval (in days) between 
2nd and 3rd single drug 
administration 

depends on 
chemotherapeutic 
schedule 

 

T4th, single Time interval (in days) between 
3rd and 4th single drug 
administration 

depends on 
chemotherapeutic 
schedule 

 

T5th, single Time interval (in days) between 
4th and 5th single drug 
administration (=0 if the 
chemotherapeutic scheme 
simulated comprises of less than  
5  sessions) 

depends on 
chemotherapeutic 
schedule 

 

T6th, single Time interval (in days) between 
5th and 6th single drug 
administration (=0 if the 
chemotherapeutic scheme 
simulated comprises of less than  
6  sessions) 

depends on 
chemotherapeutic 
schedule 

 

Tstop Execution stop time (in days) after 
initialization 

  

CKRA Cell kill ratio for drug A  0.0 – 1.0  

CKRB Cell kill ratio for drug B  0.0 – 1.0  
† A LIMP tumour cell denotes a limited mitotic potential tumour cell (also referred to as LIMP or 
committed progenitor tumour cell). It leads to a terminally differentiated tumour cell. 
* Phase durations can be defined separately for the stem and the LIMP tumour cell category. 
‡  For spatially inhomogeneous solid tumours it is defined separately for the proliferating and the 
necrotic region. 
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4.4 Proposed utilization of the molecular level data to be made 
available by the ALL BFM 2000 clinical trials 
 

4.4.1 Scope and principles 

This section proposes ways of utilizing the biological knowledge and the molecular / sub-
cellular level data to be available in the context of the acute lymphoblastic leukemia (ALL) 
branch of p-medicine or to be found in literature, in order to integrate them to the multiscale 
cancer modeling machinery of the Oncosimulator. 

Since the molecular profile is one of the main factors leading to the differentiation between 
cancer patients with the same tumour type, efficiently handling the sub-cellular level of 
biocomplexity is a sine qua non prerequisite for the achievement of treatment 
personalization.  

Since the Oncosimulator has been structured by adopting primarily the “top-down” modeling 
strategy, a careful combination with the more traditional “bottom-up” approach widely applied 
to the molecular level is being developed. A few parameters common in both approaches are 
used for the achievement of their linking. However, in order to clinically adapt and optimize 
the composite “top-down” and “bottom-up” system the following scientific areas and tools are 
being exploited: machine learning methods, bioinformatics and computational systems 
biology. 

 

4.4.2 Molecular/sub-cellular data in the ALL branch of the 
Oncosimulator  

According to the WP9 description the following molecular level data is expected to be 
available for various groups of patients: 

 Group 1: representative cohort of 664 patients: 

o status for prognostic relevant chromosomal translocations (ETV6/RUNX1, 
BCR/ABL, MLL/AF4, E2A/PBX1) 

o low-density array of 95 genes previously associated with treatment response 
and/or outcome. 

 Group 2: case-control of 50 VHRL and 50 non-VHRL patients 
o leukemic genome-wide gene expression profiles 
o Affymetrix 6.0 SNP arrays (leukemic and germline) 
o leukemic epigenetic profiles 

 Group 3: cohort of 475 ETV6/RUNX1-positive patients 
o all of the above except gene expression data (group 1) and genomic data 

(group 2) 
o germline genetic data: Affymetrix 5.0 SNP arrays 

 

Of significant interest is the data referring to the 54 genes that distinguish between resistant 
and sensitive ALL samples and to 135 clones distinguishing Very High Risk Leukemia 
(VHRL) patients from the group of prednisone good responders, prednisone poor responders 
and Minimal Residual Disease (MRD) high‐risk patients (P-medicine description of work, 



p-medicine – Grant Agreement no. 270089  

D12.1 –Architecture and information flow diagrams of the Oncosimulator and the biomechanism models 

 Page 35 of 86 

 

B6.1.3,page 159B). The findings of the related studies suggest that resistant ALL samples 
are characterized by impaired cell proliferation and apoptosis. Moreover, in addition to the 
ability to distinguish between VHRL patients and better responders, it is suggested that in 
VHRL an overexpression of pro-survival genes (e.g. BCL2, BCL-XL etc.), which are main 
components of mitochondrial-related apoptosis, is observed. 

 

4.4.3 Molecular/sub-cellular data and knowledge inferred 
from literature 

Emphasis has been put on the correlation of the large range of molecular data available with 
the response of the tumour to the drugs used. An example could be given for the case of 
glucocorticoids (prednisone and dexamethasone), which are administered in the related 
clinical trial. According to (Addeo et al., 2004) the administration of such drugs leads to a 
significant increase in the percentage of ALL blasts in G0/G1 phase of the cell cycle and to a 
general redistribution of the leukemic cells throughout the cell cycle, for good responders to 
GC therapy. This information is crucial since the phase of the cell cycle in which cells are 
found, is a central parameter of the Oncosimulator. This is also relevant to the cell cycle 
specificity of other drugs. In an analogous way similar information can be retrieved for the 
rest of the drugs administered in a clinical trial. Either a direct determination of the cell kill 
ratio based on drug pharmacodynamics literature or an indirect estimation of other 
Oncosimulator parameters can thus be achieved. To this end exploitation of the available 
drug information is of paramount importance.  

 

4.5 Utilization of the molecular level knowledge and data 

4.5.1 Risk group classification and adaptation assisted by 
System Biology (SB) models 

The first proposed way of utilizing molecular level data refers to the classification of patients 
by a molecular classifier, which either takes or not into account the patients’ risk group 
categorization according to posterior MRD measurement (since one of the targets is to 
create models capable to predict MRD as mentioned in WP9 description). In this way the 
adaptation procedure of the Oncosimulator parameters can be divided into two parts, one for 
the high risk (HR) group and the other for the small risk (SR) group, by making the 
assumption that patients belonging to the same group will have similar parameter values. 
 
Another way to assist the adaptation step of the Oncosimulator can be the use of 
mathematical/computational optimization methods in order to search more efficiently for the 
parameters that best fit to the patient’s outcome. A further step can be the use of information 
about the biological mechanism/function to which the genes distinguishing the two groups 
are related. By finding, extending or creating systems biology-oriented models for the sub-
cellular related mechanisms the following aims are targeted: 

 To derive predictions for the Oncosimulator parameters in the cellular level by 
simulating the sub-cellular level mechanisms and assist the adaptation by 
computational optimization through proposing narrower bounds for the parameter 
values. 

 To calculate the impact of the expression levels of the genes of interest to the values 
of the output of the system and the corresponding sensitivity of the output. The latter 
could be the levels of some other molecular entities that directly correlate with cellular 
level parameters. Based on those sensitivities, sorting of the patients for the expected 
values of cellular level parameters can be performed.  This can lead to the definition 
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of inequality constraints concerning the values of the same parameters for various 
patients. If estimation of parameters values for a number of patients is sought, these 
inequalities may guide the adaptation step to search into narrower and more probable 
intervals of values of the Oncosimulator parameters.  

The above proposed methods are presented in the flow chart graph of Fig.4.3 

 

 

 

 
Fig. 4.3  Risk group classification and adaptation assisted by System Biology (SB) models 

 

4.5.2 Perturbation of reference values 

Before being adapted to real patient’s data, the Oncosimulator can also be used in order to 
simulate cancer scenarios by utilizing reasonable reference values for the cellular level 
parameters. As before, the sensitivities of the cellular level parameters can be estimated 
based on the values of the expression levels of a given patient’s genes that are significant for 
group stratification. By knowing these sensitivities, analogous perturbations about the 
reference values of the cellular level parameters can be performed, in order to get closer to 
the specific patient parameters’ values. The above proposed method is graphically presented 
in Fig. 4.4. 
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Fig. 4.4   Perturbation of reference values 

 

4.6 Information on acute lymphoblastic leukemia drug 
pharmacokinetics and pharmacodynamics to be used by the model 

Based on an extensive search of the literature, the properties of the drugs administrated in 
ALL-BFM 2000 clinical trials, including mechanism of action, cell cycle specificity and 
pharmacokinetics(PK)/pharmacodynamics(PD) are given in the following sections. During the 
literature review, significant emphasis was put on extracting knowledge about the PK and PD 
properties of the drugs based on studies involving children with ALL, in order to take into 
account the variability in pharmacokinetics between children and the intrinsic characteristics 
of the specific malignancy. Although this choice decreased the number of studies that could 
be referenced, it is believed that it ensures the applicability of the information given in the 
following sections. 

The drugs administered in the various phases of the ALL-BFM 2000 Clinical Trial are listed 
below: 

 Glycocorticoids 
o Prednisone (PRED) and Dexamethasone (DEXA) 

 Methotrexate (MTX) 
 Vicristine (VCR) 
 Daunorubicin Hydrochloride (DNR) 
 Asparaginase (ASP) 
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 Cyclophosphamide (CPM) 
 Cytarabine (ARA–C) 
 Mercaptopurine (MP) 
 Doxorubicin Hydrochloride (DOX) 
 Thioguanine (TG) 
 Vindesine 
 Ifosfamide 
 Etoposide 

The main properties of these drugs are given in Table 4.2. 

 

Table 4.2 
Drug 
Generic 
Name 

Principal 
Pharmacological 
Classification 

Cell Cycle specificity Primary mechanism of action 

PRED Glucocorticoid Cell cycle nonspecific GR receptor agonists 
DEXA Glucocorticoid Cell cycle nonspecific GR receptor agonists 
MTX Antimetabolite Cell cycle specific 

(active in S-phase) 
Folic acid reductase inhibitor, 
DNA synthesis inhibitor 

VCR Tubulin Modulator Cell cycle specific 
(active in M-phase) 

Mitosis inhibitor 

DNR Antibiotic Cell cycle nonspecific Inhibition of topoisomerase II 
activity/ Formation of complexes 
with DNA by intercalation 

ASP Antineoplastic Agent Cell cycle nonspecific Conversion of asparagine to 
aspartic acid and ammonia. 

CPM Alkylating Agent Cell cycle nonspecific Cross-linking by quinine bases 
in DNA double helix strands. 

ARA-C Antimetabolite Cell cycle specific 
(active in S-phase & 
blocks the progression 
from G1- to S-phase) 

Prevention of purine and 
pyrimidine incorporation into 
DNA. 

MP Antimetabolite, Purine 
Analogue 

Cell cycle specific 
(active in S-phase) 

Interference with nucleic acid 
biosynthesis 

DOX Antibiotic Cell cycle nonspecific Inhibition of topoisomerase II 
activity/ Formation of complexes 
with DNA by intercalation 

TG Antimetabolite Cell cycle specific 
(active in S-phase) 

Prevention of purine and 
pyrimidine incorporation into 
DNA. 

Vindesine Tubulin Modulator Cell cycle specific 
(active in S-phase) 

Mitosis inhibition 

Ifosfamide Organophosphate Esters Cell cycle nonspecific Appears to be similar to 
alkylating agents / Cross-linking 
by DNA 

Etoposide Antineoplastic Agent Cell cycle specific 
(active in late S- and 
G2-phase) 

Inhibition of topoisomerase II 
activity/ Formation of complexes 
with DNA by intercalation 

 
4.6.1 Mechanisms of Action, Cell Cycle Specificity and Pharmacokinetics 

4.6.1.1 Glycocorticoids  
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Pharmacological Classification (Wishart et al., 2008): Glucocorticoid, Anti-Inflammatory 
Agent, Antineoplastic Agent, Andrenergic Agent, Hormonal. 
 
Mechanism of Action (Inaba and Pui, 2010):  

 Cytotoxic effects by binding to glucocorticoid receptors in the cytoplasm (GR receptor 
agonists).  

 GR receptors can then: 
o form dimers, translocate to the nucleus and interact with glucocorticoid-

response elements to transactivate gene expression 

o remain as monomers and repress the activity of transcription factors such as 
the activating protein-1 (AP-1) or nuclear factor-κB (NFκB). 

Both pathways inhibit cytokine production, change the expression of various 
oncogenes and induce cell-cycle arrest and apoptosis. 

 In vivo and in vitro glucocorticoid resistance is an adverse prognostic factor in ALL, 
and several mechanisms have been reported. 

Glucocorticoid exposure induces upregulation of the glucocorticoid receptor in ALL 
cells and about half of 51 responsive genes identified have been functionally linked to 
three major pathways:  

o Cell proliferation and survival (mitogen-activated protein kinase [MAPK] 
pathways), NFkB signalling, and  

o Glucose metabolism.  

Glucocorticoid resistance has been associated with upregulation of the genes 
involved in glucose metabolism, and increased glucose uptake into the cells. 

Glucocorticoids also induce release of calcium ions from the endoplasmic reticulum 
into the cytosol. The resulting increase in mitochondrial calcium ions induces 
cytochrome-c release and triggers apoptosis. 

Raised expression of the calcium-binding proteins (CBP) S100A8 and S100A9, and 
of the antiapoptotic B-cell lymphoma 2 (BCL-2) protein family member myeloid cell 
leukaemia sequence 1 (MCL-1) inhibit signaling mediated by free cytosolic and 
mitochondrial calcium ions signals, respectively, causing glucocorticoid resistance. 

 

Cell Cycle Specificity: Glucocorticoids are cell cycle nonspecific. However, it has been 
shown (Smets et al, 1985) that the number of Glucocorticoid Receptors (and therefore the 
binding sites for Glucocorticoids) depends on the phase of the cell cycle. Specifically, in 
mouse L1210 and human HL-60 cell lines glucocorticoid (GC) receptors accumulate during 
G1 phase of the cell cycle. However, in human lymphoblastic leukemia, the per cell receptor 
number was highest in cells in S and G2 phase.  

Moreover, it must be mentioned that after treatment with GCs, a significant increase of ALL 
blasts in G0/G1 was recorded especially for patients that were good responders to GC 
therapy (Addeo et al, 2004). 

 
Route of administration (ALL-BFM 2000 clinical trial) (Basso et al., 2009):  

 PRED: oral-intravenous 
 DEXA: oral 
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Pharmacokinetics: 

 PRED: Prednisone is a prodrug that is converted by the liver into prednisolone (PNL), 
which is the active drug and also a steroid. Also, prednisolone and prednisone 
undergo interconversion or reversible metabolism in vivo. A variety of 
pharmacokinetic models for prednisone was given in (Xu et al., 2007): 
 

Intravenous Administration: Free prednisone and prednisolone 
concentrations were fitted with a linear two-compartmental reversible 
metabolism model. A single linear interconversion process is assumed 
between prednisolone and prednisone. The pharmacokinetics of prednisolone 
and prednisone is one-compartmental with elimination from each 
compartment. Based on various data used in the study the Estimation of the 
Pharmacokinetic Parameters were 

Table 4.3 

Parameter Estimates (%CV) 

First-order elimination rate constant for PRED k10 (h-1)_ 0.25 (13.33) 

First-order elimination rate constant for PNL k20 (h-1)_ 0.33 (13.97) 

First-order conversion rate constant from PRED to PNL k12 (h-1)_ 0.23 (17.59) 

First-order conversion rate constant from PNL to PRED k21 (h-1)_ 0.31 (14.23) 

Volume of PRED VPN (l) 397.3 (12.56) 

Volume of PNL VPNL (l) 110.4 (7.38) 

Clearance of PRED (l hr-1) CLPRED 101.0 (22.95) 

Clearance of PNL (l hr-1) CLPNL 36.37 (13.05) 

Conversion clearance from PRED to PNL (l hr-1) 90.64 (13.38) 

Conversion clearance from PRED to PNL (l hr-1) 34.78 (13.00) 

 

 
Oral Administration: After oral administration, prednisone or prednisolone 
was absorbed into system via a first-order process from a depot compartment; 
subsequently prednisone and prednisolone experienced instant first-pass 
conversion in liver. Once prednisone and prednisolone reach the systemic 
circulation, the linear two-compartmental reversible metabolism model as 
described for i.v. administration was applied. The estimated parameters for the 
additional compartment referring to oral PRED administration were: 

 

Table 4.4 

Parameter Estimates (%CV) 



p-medicine – Grant Agreement no. 270089  

D12.1 –Architecture and information flow diagrams of the Oncosimulator and the biomechanism models 

 Page 41 of 86 

 

First-order absorption rate constant for PRED kaPRED (h-1)_ 1.08 (8.24) 

First-order absorption rate constant for PNL kaPNL (h-1)_ N.A. 

Bioavailability  0.75 (3.76) 

Fraction of PRED entered into system 0.14 (17.83) 

Fraction of PNL entered into system 0.86  

 

Since the above study was not exclusively based on data from ALL children patients, 
it is crucial to consider such a study like the one given in (Choonara et al., 1989). The 
area under the plasma concentration time curve (AUC) for prednisolone was 
determined by trapezoidal approximation and the derived parameters for total 
prendisolone are given in following table : 

Table 4.5 

Parameter Mean (SEM) 

t1/2 (h)_ 1.37 (0.23) 

Cpmax (ng ml-1) 333 (65) 

AUC (ng ml-1 h) 779 (137) 

V (l kg-1) 1.60(0.22) 

 

 DEXA: A pharmacokinetic study of oraly given dexamethasone (in combination with 
other drugs, many of them used in ALL BFM 2000) to 214 children with ALL was 
given in (Yang et al., 2008). As the authors mention, dexamethasone 
pharmacokinetics displayed substantial inter- and intra-patient variability which was 
affected also by the intensity of prior asparaginase treatment.  

Pharmacokinetic parameters were estimated by fitting a one-compartmental model to 
the plasma concentration-time data and the mean parameters were: ka (first-order 
absorption rate constant): 1.5 hours-1; V/F (apparent volume): 46.8 L/m2; ke 
(elimination rate constant): 0.3 hours-1; t1/2 (half-life): 2.3 hours. 

 
4.6.1.2 Methotrexate 

Pharmacological Classification (Wishart et al., 2008): Antineoplastic Agent, Antirheumatic 
Agent, Antimetabolite, Enzyme Inhibitor, Folic Acid Antagonist, Dermatologic Agent, 
Immunosuppressive Agent, Nucleic Acid Synthesis Inhibitor, Abortifacient Agent, 
Nonsteroidal Abortifacient Agent. 
 
Mechanism of Action: Methotrexate anti-tumour activity is a result of the inhibition of folic 
acid reductase, leading to inhibition of DNA synthesis and inhibition of cellular replication 
(Wishart DS et al., 2008). More specifically, the ability of cells to accumulate intracellular 
polyglutamate metabolites of methotrexate (MTXPG) is an important factor in its antileukemic 
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effects. MTXPG inhibits the folate pathway by competitively inhibiting several important 
enzymes including: dihydrofolate reductase (DHFR), thymidylate synthase (TS), glycinamide 
ribonucleotide transformylase (GART), and aminoimidazole carboxamide ribonucleotide 
transformylase (AICART). This inhibition leads to reduced or blocked TS and de novo purine 
synthesis (DNPS), which are needed for DNA synthesis. 
 
Route of administration (ALL-BFM 2000 clinical trial) (Basso et al., 2009):  intrathecal, 
intrathecal-intravenous, intravenous, oral. 
 
Pharmacokinetics:  

 Intrathecal administration: The pharmacokinetics for this way of administration has 
been studied in (Lankelma et al., 1980) in 14 children and 8 adults. It is mentioned 
that two different patterns of concentration were observed which were dependent on 
the number of previous intrathecal injections. The model used to model this 
pharmacokinetic behavior of the drug was a two-compartmental open model with first 
order absorption.  

 Intravenous administration: By administrating as an intravenous infusion for 24h 
doses of methotrexate (from 1.5 to 9g), the pharmacokinetics of this drug are 
described by a two-compartment model in (Ye Min et al., 2009). For the estimation of 
pharmacokinetic parameters, bayesian estimation methods had been utilized and the 
resulting parameters were as follows: 
 

Table 4.6 
Parameter Value (Inter-individual variability) 

clearance CL 7.45 l*h-1 (50.6%) 

volume of the central compartment V1 25.9 l (22.5%) 

volume of the peripheral compartment V2 9.23 l (97.8%) 

intercompartmental clearance Q 0.333 l*h-1(70.4%) 

 

 
4.6.1.3 Vicristine 

Pharmacological Classification (Wishart et al., 2008): Antineoplastic Agent- Phytogenic, 
Tubulin Modulator. 
 
Mechanism of Action (Wishart et al., 2008): The antitumour activity of vincristine is thought 
to be due primarily to inhibition of mitosis at metaphase through its interaction with tubulin. 
Vincristine binds to the microtubular proteins of the mitotic spindle, leading to crystallization 
of the microtubule and mitotic arrest or cell death. Like other vinca alkaloids, vincristine may 
also interfere with amino acid, cyclic AMP, and glutathione metabolism, calmodulin-
dependent Ca2+-transport ATPase activity, cellular respiration, and nucleic acid and lipid 
biosynthesis. 
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Cell Cycle Specificity (Chu and DeVita, 2007): Cell cycle-specific with activity in the mitosis 
(M phase). 

Route of administration (ALL-BFM 2000 clinical trial) (Basso et al., 2009): Intravenous 
 
Pharmacokinetics: The pharmacokinetic properties of vincristine given intravenously to 
children with ALL can be found in the two following studies. In (Crom et al., 1994), a two-
compartment first-order model was fit to the plasma vincristine concentrations sampled from 
54 children diagnosed with ALL, who received 1.5 mg/m2 of vincristine intravenously, 
together with other drugs, also administrated in the ALL-BMF 2000 clinical trial. The 
estimated parameters are given in the following table: 
 
Table 4.7. Vc: Volume of central compartment, Ke: first-order rate constant for overall elimination of drug from central 
compartment Kcp: first-order rate constant for transport of drug from central to peripheral compartment, Kpc: first-order rate 
constant for transport of drug from peripheral to central compartment. 
 

Parameter Mean (SD) 

Vc (L/kg) 0.550 (0.329) 

Vc (L/rnin2) 13.4 (7.6) 

Ke (hr -1) 2.251 (0.96) 

Kcp (hr-1) 6.161 (3.07) 

Kpc (hr-1) 0.247 (0.133) 

Vdss (L/kg) 15/8 (12.5) 

Vdss (L/m2) 385.1 (293.0) 

Alpha half-life (t1/2a[min]) 5.6 (2.3) 

Beta half-life (t1/2β[hr]) 18.7 (18.8) 

Clearance (ml/min/kg) 19.9 (14.9) 

Clearance (ml/min/m2) 482.4 (342.0) 

 
 

In the same study, it was shown that the clearance of vincristine when normalized to body 
weight, is significantly correlated with age, weight and body surface area (p<0.05) with 
clearance decreasing with increasing age or body size. 

In the second study (Groninger et al., 2005), children newly diagnosed with ALL were given 
1.5 mg/m2 of vincristine intravenously without other chemotherapeutic drugs or 
corticosteroids. A two-compartment, first-order pharmacokinetic model was fitted to the 
vincristine concentration data. Primary pharmacokinetic parameters were estimated by 
maximum a posteriori parameter estimation with a Bayesian algorithm and their values are 
given in (Groninger et al., 2002). The estimated secondary pharmacokinetic parameters are 
given in the next table. 
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Table 4.8. Cl, clearance; t1/2, elimination half-life; Vdss, volume of distribution at 
steady-state; AUC, area under the concentration–time curve; 

 
Parameter Mean (SD) 

Cl (ml/min/m2) 312.8 (273.2) 

t1/2 (min) 1189.0 (828.1) 

Vdss (l/m2) 379.2 (376.6) 

AUC (mg/l min) 9.4 (8.4) 

 
 

4.6.1.4 Daunorubicin Hydrochloride 

Pharmacological Classification (Wishart et al., 2008): Antineoplastic Agent, Antibiotic. 
 
Mechanism of Action (Wishart et al., 2008):  Daunorubicin is an antineoplastic agent of the 
anthracycline class. Daunorubicin exerts its antimitotic and cytotoxic activity through a 
number of proposed mechanisms: Daunorubicin forms complexes with DNA by intercalation 
between base pairs, and it inhibits topoisomerase II activity by stabilizing the DNA-
topoisomerase II complex, preventing the religation portion of the ligation-religation reaction 
that topoisomerase II catalyzes. 

Cell Cycle Specificity (Edward Chu, Vincent T. DeVita, 2007): Cell cycle nonspecific. 

 
Route of administration (ALL-BFM 2000 clinical trial) (Basso et al., 2009): intravenous 
 
Pharmacokinetics: The pharmacokinetics of daunorubicin and its metabolite daunorubicinol 
were studied in children and infants with ALL in (Hempel et al., 2010). For children patients 
the dose of Daunorubicin was 45 mg/m2 and for infant patients the dose was dependent on 
the age (20-30 mg/m2). There was also comedication with drugs also used in ALL-BFM 2000. 
A two-compartment was applied in order to fit the data for daunorubicin with the addition of 
an extra compartment for the daunorubicinol. The results of the population pharmacokinetic 
analysis are given in the following table: 
 

Table 4.9 
 

Parameter Mean (SD) 

Cl (L hr-1m-2) 43.9 (13%) 

V1 (L m-2) 16.4 (24%) 

Q (L hr-1m-2) 34 (25%) 

V2 (L m-2) 408 (18%) 
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ClMetabolite(L hr-1m-2) 19.1 (9%) 

VMetabolite (Lm-2) 226 (18%) 

AUC (μg L-1 hr) 

age 

<6 months 6-12 months >12 months 

1,694(12%) 1,786(15%) 2,194(12%) 

 

 
4.6.1.5 Asparaginase 

Pharmacological Classification (Drugbank, Wishart DS et al., 2008): Antineoplastic Agent 
 
Mechanism of Action (Drugbank, Wishart DS et al., 2008): Asparaginase converts 
asparagine to aspartic acid and ammonia. It facilitates production of oxaloacetate which is 
needed for general cellular metabolism. Some malignant cells lose the ability to produce 
asparagine and the loss of exogenous sources of asparagine leads to cell death. In a 
significant number of patients with acute leukemia, the malignant cells are dependent on an 
exogenous source of asparagine for survival. Normal cells, however, are able to synthesize 
asparagine and thus are affected less by the rapid depletion produced by treatment with the 
enzyme asparaginase. 

Cell Cycle Specificity (Chu and DeVita, 2007): Cell cycle nonspecific. 

 

Route of administration (ALL-BFM 2000 clinical trial) (Basso et al., 2009): Intramuscular 
 
Pharmacokinetics: The pharmacokinetics of asparaginase was studied in (Albertsen et al., 
2001) involving 29 children with newly diagnosed ALL, receiving 30,000 IU/m2 of the drug 
every day for 10 days during multiagent induction therapy. Of these patients 13 received 
intravenous therapy and 16 intramuscular therapy. For intramuscular administration, a one-
comparmental model with first-order absorption and elimination kinetics was used. The 
plasma concentration after a single extravascular administration is given as a function of time 
by the Bateman function. The values for pharmacokinetic parameters ke (elimination rate 
constant) and Vd (volume of distribution) were adopted from the related model for itravenous 
administration, also presented in the study, and were 6.4 ± 0.5(h-1

) and 1.19 ± 0.12(l/m2), 
respectively. The mean elimination rate constant (Kapp) was found to be 0.81 ± 0.05 day-1, 
which indicates a slower absorption phase compared to i.v. administration. The mean 
bioavailiability F was estimated to be 27±4.5 %. 

 
4.6.1.6 Cyclophosphamide 

Pharmacological Classification (Wishart et al., 2008): Antineoplastic Agent, Antirheumatic 
Agent, Immunosuppressive Agent, Antineoplastic Agent-Alkylating, Myeloablative Agonist, 
Mutagen. 
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Mechanism of Action (Wishart et al., 2008): Cyclophosphamide is an antineoplastic drug 
belonging in the class of alkylating agents. Alkylating agents are so named because of their 
ability to add alkyl groups to many electronegative groups under conditions present in cells. 
They stop tumour growth by cross-linking guanine bases in DNA double-helix strands - 
directly attacking DNA. This makes the strands unable to uncoil and separate. As this is 
necessary in DNA replication, the cells can no longer divide.  In addition, these drugs add 
methyl or other alkyl groups onto molecules where they do not belong, which in turn inhibits 
their correct utilization by base pairing and causes a miscoding of DNA. Alkylating agents 
work by three different mechanisms, which achieve the same end result; disruption of DNA 
function and cell death: 

 attachment of alkyl groups to DNA bases, resulting in the DNA being fragmented by 
repair enzymes in their attempt to replace the alkylated bases, preventing DNA 
synthesis and RNA transcription from the affected DNA, 

 DNA damage via the formation of cross-links (bonds between atoms in the DNA), 
which prevent DNA from being separated for synthesis or transcription, and  

 induction of mispairing of the nucleotides leading to mutations. 
Cyclophosphamide is inactive in its parent form and has to be activated by the liver 
cytochrome P450 microsomal system to the cytotoxic metabolites phosphoramide mustard 
and acrolein (Chu and DeVita, 2007). 
 

Cell Cycle Specificity (Chu and DeVita, 2007): Cell cycle nonspecific. Active in all phases 
of the cell cycle.  

 

Route of administration (ALL-BFM 2000 clinical trial) (Basso G. et al., 2009): Intravenous 
 
Pharmacokinetics: The pharmacokinetic properties of cyclophosphamide have been 
studied in (Yule et al., 1996), based on samples from 38 children with hematological 
diseases, including ALL. The concentrations of cyclophosphamide were modeled by a one-
compartment open model with first order elimination kinetics assuming a constant rate drug 
infusion. The disappearance of CPM from plasma was monoexponential in all cases. CPM  
half-life (t1/2) varied 15-fold (range 1.1-16.8 h, median 3.2 h), clearance (CL) corrected for 
body surface area (BSA) varied eightfold (range 1.2-10.6 1 h-1 m-2, median 2.91 h-1 m-2) and 
volume of distribution (V) corrected for weight varied fourfold (range 0.26-1.481 kg-1, median 
0.631 kg-1).  

 
4.6.1.7 Cytarabine 

Pharmacological Classification (Wishart et al., 2008): Antineoplastic Agent, Antiviral 
Agent, Antimetabolite, Immunosuppressive Agent, Antimetabolite, Antineoplastic. 
 
Mechanism of Action (Wishart et al., 2008): Cytarabine is an antineoplastic anti-metabolite 
used in the treatment of several forms of leukemia including acute myelogenous leukemia 
and meningeal leukemia. Anti-metabolites masquerade as purine or pyrimidine - which 
become the building blocks of DNA. They prevent these substances becoming incorporated 
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into DNA during the S phase of the cell cycle, stopping normal development and division. 
Cytarabine is metabolized intracellularly into its active triphosphate form (cytosine 
arabinoside triphosphate). This metabolite then damages DNA by multiple mechanisms, 
including the inhibition of alpha-DNA polymerase, inhibition of DNA repair through an effect 
on beta-DNA polymerase, and incorporation into DNA. The latter mechanism is probably the 
most important.  

Cell Cycle Specificity (Wishart et al., 2008):  It exhibits cell phase specificity, primarily 
killing cells undergoing DNA synthesis (S-phase) and under certain conditions blocking the 
progression of cells from the G1 phase to the S-phase. 
 

Route of administration (ALL-BFM 2000 clinical trial) (Basso et al., 2009): Intravenous- 
subcutaneous, Intravenous (HD ARA-C). 
 
Pharmacokinetics: By reclaiming data from a period of 12 years derived by four clinical 
studies where the patients (age 0.17 to 19 years) were receiving HD ARA-C (3g/m2

 every 
12h x 8 doses) by 3h infusion,  the pharmacokinetics of ARA-C in children with leukemia 
(ALL or AML) were studied in (Periclou and Avramis, 1996). The model utilized in the study 
was a two-compartmental model with first-order elimination from the central compartment 
and the estimated parameters were (where SA stands for Surface Area): 
 

Table 4.10 
Parameter Coef. Of Variation 

Total Body Clearance:  

CL=2.59 x AGE x SA 1/h 
83.79% 

Intercompartmental clearance:  

Q=2.01 x AGR x SA 1/h 
12.08% 

Volume of distribution of central compartment:  

Vd1= 0.48 x AGE x SA l 
40.0% 

Volume of distribution of peripheral compartment :  

 Vd1= 38.1 x AGE x SA l 
52.4% 

 
Of significant importance are the values of the coefficients of variation which indicate a 
substantial interindividual variability. 

 
4.6.1.8 Mercaptopurine 

Pharmacological Classification (Wishart et al., 2008): Antineoplastic Agent, Antimetabolite, 
Immunosuppressive Agent, Nucleic Acid Synthesis Inhibitor, Purine analogue, 
Antimetabolite, Antineoplastic   
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Mechanism of Action (Wishart et al., 2008): Mercaptopurine is one of a large series of 
purine analogues which interfere with nucleic acid biosynthesis and has been found active 
against human leukemias. It is an analogue of the purine bases adenine and hypoxanthine. It 
is not known exactly which of any one or more of the biochemical effects of mercaptopurine 
and its metabolites are directly or predominantly responsible for cell death. 

Cell Cycle Specificity (Chu and DeVita, 2007): Cell cycle specific purine analog with activity 
in the S phase. 

 

Route of administration (ALL-BFM 2000 clinical trial) (Basso et al., 2009): Oral 

 
4.6.1.9 Doxorubicin Hydrochloride 

Pharmacological Classification (Wishart et al., 2008): Antineoplastic Agent, Antibiotic 
 
Mechanism of Action (Wishart et al., 2008): Doxorubicin exerts its antimitotic and cytotoxic 
activity through a number of proposed mechanisms of action: it forms complexes with DNA 
by intercalation between base pairs, and it inhibits topoisomerase II activity by stabilizing the 
DNA-topoisomerase II complex, preventing the religation portion of the ligation-religation 
reaction that topoisomerase II catalyzes 

Cell Cycle Specificity (Wishart et al., 2008): The anthracyclines are cell cycle-nonspecific. 

Route of administration (ALL-BFM 2000 clinical trial) (Basso et al., 2009): Intravenous 

Pharmacokinetics: A study of doxorubicin (and its metabolite doxorubicinol) 
pharmacokinetics based on compartmental pharmacokinetic modeling is given in (Thompson 
et al., 2009). As the authors mention, the best model for this drug consists of four 
compartments, three for the parent drug and one for its metabolite, after testing models with 
varying numbers of compartments. By fitting data derived from 22 children, the estimated 
pharmacokinetic parameters were: 

 

Table 4.11. Vc:volume of distribution of central compartment, Vp1: volume of distribution of the first  peripheral compartment, 
Vp2 : volume of distribution of the second peripheral compartment, CL: clearance, Q1:intercompartmental clearance between  the 
central compartment and the first peripheral compartment, Q2: is the intercompartmental clearance of doxorubicin between the 
central compartment and the second peripheral compartment, F : fraction of doxorubicin metabolized to doxorubicinol, V/F: 
apparent volume of distribution of doxorubicinol, CL/F: apparent clearance of doxorubicinol 

 
Parameter Mean (SD) 

Doxorubicin 

CL (L/m2/h) 0.550 (0.329) 

Vc (L/rn2) 13.4 (7.6) 

Q1 (L/m2/h) 2.251 (0.96) 

VP1 (L/m2) 6.161 (3.07) 
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Q2 (L/m2/h) 0.247 (0.133) 

VP2 (L/m2) 15/8 (12.5) 

Doxorubicinol 

CL/F 18.7 (18.8) 

V/F 19.9 (14.9) 

 
In the same study, the relationship between pharmacokinetic parameters and the body 
composition of patients was examined as well, finding that the levels of body fat and the 
Body Mass Index (BMI) do not significantly affect the pharmacokinetic parameters of 
doxorubicin. For its metabolite, doxorubicinol, however, clearance is lower and volumes of 
distribution are smaller in patients with higher levels of body fat. The same remarks are given 
for patients with overweight BMI, however in a statistically non-significant scale. 

 
4.6.1.10 Thioguanine 

Pharmacological Classification (Wishart et al., 2008): Antimetabolite, Antineoplastic 
 
Mechanism of Action (Wishart et al., 2008): Thioguanine is an antineoplastic anti-
metabolite used in the treatment of several forms of leukemia including acute nonlymphocytic 
leukemia. Anti-metabolites masquerade as purine or pyrimidine - which become the building 
blocks of DNA. They prevent these substances becoming incorporated in to DNA during the 
S phase of the cell cycle, stopping normal development and division. It is a 6-thiopurine 
analogue of the naturally occurring purine bases hypoxanthine and guanine. Intracellular 
activation results in incorporation into DNA as a false purine base. An additional cytotoxic 
effect is related to its incorporation into RNA. Thioguanine is cross-resistant with 
mercaptopurine. 

Cell Cycle Specificity (Wishart et al., 2008): Cytotoxicity is cell cycle phase-specific (S-
phase). 
Route of administration (ALL-BFM 2000 clinical trial) (Basso et al., 2009): Oral 
 
Pharmacokinetics: The pharmacokinetics of oral thioguanine were studied in (Lowe et al., 
2001) by using samples from 35 children with standard risk ALL. A noncompartmental 
approach was followed and the AUC was calculated by the trapezoidal rule. The results of 
the study are summarized in the following table. 

 
Table 4.12 

Parameter Mean (SD) 

Peak Plasma Conc. (μΜ) 0.52 (0.72) 

Time to peak (h) 2.2 (1.3) 

AUC (μΜ * h) 1.5 (1.7) 
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Τ1/2 (h) 1.6 

  

4.6.1.11 Vindesine 

Pharmacological Classification (Wishart et al., 2008): Antineoplastic Agent- Phytogenic, 
Tubulin Modulator 
 
Mechanism of Action (Wishart et al., 2008): Vindesine acts by causing the arrest of cells in 
metaphase mitosis through its inhibition of tubulin mitotic functioning. 

Cell Cycle Specificity (Wishart et al., 2008): cell-cycle specific for the S phase. 

Route of administration (ALL-BFM 2000 clinical trial) (Basso et al., 2009): Intravenous 
 
Pharmacokinetics: As demonstrated in (Nelson et al., 1979) the pharmacokinetics of 
vindesine administrated intravenously, could be modeled by a three-compartment open 
mammillary model with first order kinetics. The central compartment is assumed to be in 
equilibrium with the plasma, the second with the hepatobiliary sytem and the third with a 
deep tissue compartment which is unidentified physiologically. The estimated parameters 
based on samples from 5 patients with advanced cancer, receiving 1-3 mg/m2 of vindesine 
are given in the following table: 

 
Table 4.13 

Parameter Mean (SD) 

t1/2α, h 0.038 (0.017) 

t1/2β, h 0.822 (0.273) 

t1/2γ, h 24.33 (11.11) 

k12, h-1 11.66 (5.07) 

k21, h-1 0.818 (0.471) 

k13, h-1 9.31 (4.88) 

k31, h-1 0.104 (0.036) 

k20, h-1 0.550 (0.216) 

Vc, %body weight 5.49 (1.80) 

V2, %body weight 29.3 (19.2) 

V3, %body weight 811 (402) 

 

 
4.6.1.12 Ifosfamide 



p-medicine – Grant Agreement no. 270089  

D12.1 –Architecture and information flow diagrams of the Oncosimulator and the biomechanism models 

 Page 51 of 86 

 

Pharmacological Classification (Wishart et al., 2008): Organophosphate Esters 
 
Mechanism of Action (Wishart et al., 2008): The exact mechanism of ifosfamide has not 
been determined, but it appears to be similar to other alkylating agents. Ifosfamide requires 
biotransformation in the liver by mixed-function oxidases (cytochrome P450 system) before it 
becomes active. After metabolic activation, active metabolites of ifosfamide alkylate or bind 
to many intracellular molecular structures, including nucleic acids. The cytotoxic action is 
primarily exerted through the alkylation of DNA, by attaching the N-7 position of guanine to 
its reactive electrophilic groups. The formation of inter and intra strand cross-links in the DNA 
results in cell death. 

Cell Cycle Specificity (Chu and DeVita, 2007):  Cell-cycle nonspecific. Active in all phases. 
 

Route of administration (ALL-BFM 2000 clinical trial) (Basso et al., 2009): Intravenous 
 
Pharmacokinetics: Several methods have been proposed for the description of the 
pharmacokinetics of ifosfamide and its metabolites. A two-compartment pharmacokinetic 
model for describing the pharmacokinetics of ifosfamide was given in (Lind et al., 1989) and 
in (Allen and Creaven, 1975). Also, a one-compartment pharmacokinetic model has been 
proved to be superior for 1.5±2.4 g/m2 in 30 min i.v. infusion but not when the dose was 
3.8±5 g/m2 (Nelson et al., 1976). Moreover, a model independent approach for describing 
ifosfamide pharmacokinetics has been proposed (Boddy et al., 1993). 
 
However, the above methods were developed to describe concentration-time profiles of 
infusions of short duration (1±3 h) and did not take into account the effect of the 
autoinduction on the pharmacokinetics of ifosfamide. A study including the autoinduction and 
concerning children was given in (Yule et al., 1996). 

As described in the review article (Groninger et al., 2004), postinfusion elimination of 
ifosfamide is mono-exponential with a mean ifosfamide elimination half-life (S.D.) and 
systemic clearance (S.D.) of 2.1 (0.9) h and 84 (27.7) ml/(min m2), respectively, and the intra- 
and inter-individual variability is large. Moreover, the mean (range) AUC of 
isophosphoramide mustard (active metabolite of ifosfamide) studied in a group of 16 children 
was 1.78 (0.24–3.78) mM/h. 

 
4.6.1.13 Etoposide 

Pharmacological Classification (Wishart et al., 2008): Antineoplastic Agents, Phytogenic 
 
Mechanism of Action (Wishart et al., 2008): A semisynthetic derivative of podophyllotoxin 
that exhibits antitumour activity. Etoposide inhibits DNA synthesis by forming a complex with 
topoisomerase II and DNA. This complex induces breaks in double stranded DNA and 
prevents repair by topoisomerase II binding. Accumulated breaks in DNA prevent entry into 
the mitotic phase of cell division, and lead to cell death. 

Cell Cycle Specificity (Chu and DeVita, 2007): Cell-cycle specific agent with activity in late 
S- and G2-phase. 
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Route of administration (ALL-BFM 2000 clinical trial) (Basso et al., 2009):  Intravenous 
 

Pharmacokinetics: The pharmacokinetics of etoposide in children with ALL were modeled 
and measured in (Evans et al., 1982). Pharmacokinetic parameters were calculated by both 
model dependent and compartment model-independent methods. 
 
The compartmental model was a standard two-compartment first-order pharmacokinetic 
model and the calculations were done by the methods given in (Loo and Riegelman, 1970). 

 
The results of the study were: 

Table 4.14 
Parameter Mean (SD) 

Compartmental model-independent 

Systemic clearance (ml/min/m2) 5.2 (1.0) 

VDss (l/m2) 3.4 (0.7) 

Model-dependent 

Systemic clearance (ml/min/m2) 5.4 (1.4) 

VDc (l/m2) 1.8 (1.1) 

Ke (h-1) 0.23 (0.9) 

T1/2α (h) 0.9 (0.2) 

T1/2β (h) 9.6 (2.7) 

 

4.6.2 Pharmacodynamics 
4.6.2.1 In vitro & ex vivo chemosensitivity studies  

A significant number of studies testing the chemosensitivity of cell lines or cell samples 
taken from children with ALL can be found in literature. The issue about the reliability of 
cell lines in studying ALL is discussed in (Beesley et al., 2006) showing that many cell 
lines are suitable to study the chemosensitivity in paediatric ALL. In these studies, the 
main way of exhibiting results is via the LD50 and/or LD70, however for some drugs, 
dose response curves are given. 
 
A table summarizing the drugs which are included in every study is given below. For 
reasons of simplicity, local indexing of the referenced papers is used in the table below: 

(1) (Kaspers et al., 1991) 
(2) (Pieters et al., 1990) 
(3) (Styczynski et al., 2000) 
(4) (Zwaan et al., 2002) 
(5) (Ramakers-van Woerden et al., 2004) 
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(6) (Hongo T et al., 1997) 
(7) (Galderisi F et al., 2009) 
(8) (Larsson R. et al., 1992) 
(9) (Adamson PC et al., 1994) 
 

Drug LD50 LD70 Dose Response Curve 

PRED (1) (2) (ad): (3) 
(4) (5) 

(6) (7) (8)* 

DEXA (1) (3) (5) (6) (7) 

MTX (4) (6)  

VCR (1) (2) (3) (4) 
(5) 

(6) (1) (7) (8)* 

DNR (1) (2) (3) (4) 
(5) 

(6) (1) (7) (8)* 

ASP (1) (2) (3) (4) 
(5) 

(6) (7) (8)* 

CPM (ad): (1) (2)  (6)  

ARA–C (1) (2) (3) (4) 
(5) 

(6) (8)* 

MP (1) (3) (5)  (9) (8)* 

DOX (1) (3)  (8)* 

TG (1) (2) (3) (4) 
(5) 

 (9) (8)* 

Vindesine (1)   

Ifosfamide (ad): (1) (3) (5)   

Etoposide (4) (5) (6) (8)* 

ad: active derivatives, *: samples mainly from AML patients 

 

 
4.6.3 In vitro Chemosensitivity & chemoresistance correlations 
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In the above mentioned studies or others referred to the same topics, except for the 
observation of the response of the cells to the drugs, also the correlation between this in vitro 
or ex vivo sensitivity and patient’s characteristics or treatment’s outcome is studied. In 
addition to the methods proposed in the section “Proposed utilization of the molecular level 
data to be made available by the ALL BFM 2000 clinical trials”, this information could also 
contribute to the individualization of the Oncosimulator’s parameters for every single patient. 

In (Ramakers-van Woerden et al., 2004) the relationship between age, MLL gene 
rearrangements, proB-lineage, and in vitro drug resistance determined using the MTT assay 
is analysed. Compared to children aged over 1 year with common/preB ALL, infants were 
highly resistant to glycocorticoids (for prednisolone (PRED) more than 580-fold) and 
asparaginase (ASP) (12-fold), but more sensitive to cytarabine (ARA-C) (1.9-fold). No 
differences were found for vincristine, anthracyclines, thiopurines and ifosfamide.  

ProB ALL of all ages had a profile similar to infant ALL when compared with the group of 
c/preB ALL: relatively more resistant to L-ASP and PRED (and in addition thiopurines), and 
more sensitive to AraC.  

As authors mention, age was not related to cellular drug resistance within the proB ALL 
group. The translocation t(4;11)(q21;q23)-positive ALL cases were more resistant to PRED 
(47.4-fold) and ifosfamide (4.4-fold) than those with other 11q23 abnormalities. The 
expression of P-glycoprotein, multidrug-resistance protein, and lung-resistance protein (LRP) 
was not higher in infants compared to older c/preB ALL patients, but LRP was higher in proB 
ALL and MLL-rearranged ALL of all ages.  

So, infants with ALL appear to have a distinct in vitro resistance profile with the proB 
immunophenotype being of importance. The role of MLL cannot be excluded, with the t(4;11) 
being of special significance, while age appears to play a smaller role. 

As it is supported in (Hongo et al., 1997), in vitro drug sensitivity testing can predict induction 
failure and early relapse of childhood acute lymphoblastic leukemia. By in vitro tests of bone 
marrow samples from children newly diagnosed with ALL and measurement of the sensitivity 
to 16 drugs (the majority of them used in ALL-BFM 2000), when patients were classified into 
three groups according to sensitivity to dexamethasone, prednisolone, L-asparaginase, and 
vincristine, 3-year event-free survival  of the super sensitive group (SS; sensitive to all 4 
drugs) was 0.833 (0.690 to 0.976), that of the intermediate sensitive group (IS; sensitive to 2 
or 3 drugs) was 0.735 (0.609 to 0.863), and that of the relatively resistant group (RR; 
sensitive to no drugs or to 1 drug) was 0.541. Also, a relationship between the sensitivity to 
those drugs and the time of relapse was proved, by showing that the SS and IS patients tend 
to maintain continuous complete remission and RR patients tend to undergo induction failure 
and early and late relapse. Finally the above information is directly related to clinical 
experience since it was shown that sensitivity to the above mentioned drugs influenced the 
EFS in the standard-risk ALL. 

 

Finally, of significant interest are the findings of (Lönnerholm et al., 2009), where a 
correlation between in vitro cellular drug sensitivity at diagnosis and minimal residual disease 
(MRD) at the end of the induction therapy is shown, since MRD is a core factor in ALL-BFM 
2000 clinical trial. More specifically, a significant correlation between cellular drug resistance 
at diagnosis and MRD day 15 for prendisolone, doxorubicin and vicristine was mentioned, 
but also for other drugs. Moreover, correlation between drug resistanse and MRD day 29 
was found for all drugs tested in the study except for etoposide and vicristine. 
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 Chapter 5: The Breast Cancer Branch of the 
Oncosimulator  

Since the basic core of the breast cancer branch of the Oncosimulator will be the same as 
the one of the nephroblastoma branch, although several adaptations will take place, the 
present chapter focuses on the pharmacokinetics and pharmacodynamics of the breast 
cancer treatments considered within the framework of workpackage WP12.  

 
5.1 Information on breast cancer drug pharmacokinetics and 
pharmacodynamics to be used by the breast cancer model 
 
A large scale review of the extensive literature concerning the pharmacokinetic and 
pharmacodynamic properties of the antineoplastic agents of interest has been conducted 
with the aim of realistically and optimally simulate the drug and drug combination action in 
the breast cancer branch of the Oncosimulator. When possible, emphasis was put on recent 
work (published during the last decade) focusing on breast cancer treatment and human 
cells. It should be noted that this literature review is an ongoing process so as to keep in 
track with newly published work and to validate conclusions that have been drawn so far. 
Consequently, further elucidation of mechanisms to be simulated is expected. 
 
The treatment schemes administered to breast cancer patients in the context of p-medicine 
consist of several combinations of the drugs listed below.  
 
 5 – Fluorouracil 
 Capecitabine  
 Bevacizumab 
 Trastuzumab 
 Cyclophosphamide 
 Docetaxel 
 Epirubicin 
 Vinorelbine 
 
Some basic information on the drugs is briefly presented in Table 5.1 and Table 5.2. 
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Table 5.1. Basic information on breast cancer drugs 
Generic Name Trade 

Name 
Classification Cell Cycle 

specificity 
Primary mechanism of 
action 

5 – Fluorouracil Adrucil Antimetabolite Cell cycle phase 
specific (S phase) 

Pyrimidine antagonist 

Capecitabine Xeloda Antimetabolite Cell cycle phase 
specific (S phase) 

5 –FU prodrug 

Bevacizumab Avastin Monoclonal 
Antibody 

N/A VEGF inhibitor 

Trastuzumab Herceptin Monoclonal 
Antibody 

N/A Inhibition of the 
proliferation of human 
tumour cells that 
overexpress HER2 

Cyclophosphamide Endoxan Alkylating 
Agent 

Mostly active in S 
phase  

Attachment of alkyl 
groups to DNA bases and 
Formation of cross-links 

Docetaxel Taxotere Antimitotic Cell cycle phase 
specific (G2/M 
phase) 

Antimicrotubule effect 

Epirubicin Ellence Antibiotic Maximal cytotoxic 
effects in S and G2 
phase / cell cycle 
non specific 

Inhibition of 
topoisomerase II / DNA 
helicase activity 

Vinorelbine 
 

Navelbine Antimitotic Cell cycle phase 
specific (M phase) 

Binds to the tubulin of the 
mitotic microtubules 

 
 
Table 5.2. Indicative compartmental pharmacokinetic analyses 
Generic Name one-compartmental 

models 
two-compartmental models three-compartmental 

models 
5 – Fluorouracil Sandstrom et al, 2006 

 
Muller et al, 1997; Coustere 
et al, 1991 
 

- 

Capecitabine Urien et al, 2005; 
Siegel-Lakhai et al, 
2008  
 

Czejka et al, 2010; Reigner 
et al, 2001; Siegel-Lakhai et 
al, 2008  
 

- 

Bevacizumab - Ternant et al, 2010; 
Lu et al, 2008; 
Shih & Lindley, 2006 

- 

Trastuzumab - Bruno et al, 2005; 
Cobleigh et al, 1999; 
Charoin et al, 2004 

- 

Cyclophosphamide Chinnaswamy et al, 
2011; 
Zhang et al, 2006; 
Batey et al, 2002; 
Chen et al, 1997; 
 

Juma et al, 1981;  
Hassan et al, 1999; 
Cohen et al, 1971 

- 

Docetaxel - Slaviero et al, 2004 
 

Bruno et al, 1997;  
McLeod et al, 1998; 
Gustafson et al, 2003 
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Epirubicin - Wade et al, 1992  
 
 

Danesi et al, 2002; 
Mei et al, 2000; 
Robert, 1994; 
Jacobsen et al, 1991 

Vinorelbine 
 

- - Nguyen et al, 2002; 
Deporte-Fety et al, 
2004; 
Gregory & Smith, 2000; 
Gauvin et al, 2000 
 

 
 
 5.1.1 5–Fluorouracil 
 
5 – Fluorouracil is a fluorinated pyrimidine antimetabolite widely used for the treatment of 
various types of cancer (e.g. bladder cancer, breast cancer, colorectal cancer, gastric 
cancer, head and neck cancer, ovarian cancer, pancreatic cancer, prostate cancer, skin 
cancer) both as a single agent and as a component of a more complex chemotherapeutic 
scheme (e.g. fluorouracil – epirubicin - cyclophosphamide regimen (Sandstrom et al, 2006)) 
for more than four decades now (Grem, 2000). 5-FU is considered to be a cell cycle phase 
specific (S phase) antineoplastic agent, without any activity when cells reside in G0 or G1 
phases (De Angelis et al, 2006; Shah and Schwartz, 2001). Indeed, 5-FU causes DNA 
damage during S phase via multiple mechanisms (De Angelis et al, 2006; Curtin et al, 1991; 
Peters et al, 2000) and this damage can occur in all cell cycle phases in proliferating cells 
(De Angelis et al, 2006; Gottifredi and Prives, 2005; Kastan and Bartek, 2004). 
Consequently, cells are killed throughout the cell cycle. 
 
So far, two main anti-tumour mechanisms have been demonstrated in the case of 5 – FU 
(Zhang et al, 2008). 5-FU is converted to fluorodeoxyuridine monophosphate (FdUMP) which 
competes with uracil to bind to thymidylate synthetase. This results in impairment of 
thymidine production (dTMP) and therefore decreased DNA replication and repair, and 
ultimately in cytotoxicity (Parker and Cheng, 1990; Longley et al, 2003). Fluorouracil is also 
an analog of the pyrimidine uracil and thus acts as a pyrimidine antagonist (Dorr and Von 
Hoff, 1994). Thus, it misincorporates into RNA and DNA in place of uracil or thymine (Zhang 
et al, 2008). 
 
In (Kugawa et al, 2004) an evaluation of human breast cancer cell (cell line MCF-7) death by 
the chemotherapeutic scheme consisting of cyclophosphamide, doxorubicin and 5-
fluorouracil was attempted. 5-FU was shown to induce 60% cell death at a dose equal to 25 
μg/ml, by the fourth day following drug treatment. (Choi and Kim, 2009) conducted an 
experiment with human breast cancer MDA-MB-453 cells and found that 5 – FU had a 
mediocre dose-dependent anti-proliferative effect (IC50 = 90 μM). In (Ohta et al, 2001), 
where the cytotoxicity of chemotherapeutic agents is evaluated in six ovarian cancer cell 
lines, the assay area under curve was calculated as equal to  IC50 × 96 h (the period of 
continuous exposure in the assay). The IC50 value for the six cell lines under study ranged 
from 10.5 to 135 μg/ml and the peak plasma concentration was 10 μg/ml. 
 
Based on the literature review that was thoroughly conducted pharmacokinetic data have 
been described by both non–compartmental and compartmental (use of one and two – 
compartmental models) analysis. According to (Sandstrom et al, 2006) a one-compartment 
model with saturable elimination has adequately described the 5-FU pharmacokinetic data. 
In (Coustere et al, 1991) a two-compartment model based on linear kinetics was applied for 
the description of 5-FU disposition kinetics at a dose of 500 mg/m2. The total clearance 
values for 5-FU (0.81  0.21 I/min) estimated by this model were in agreement with those 
calculated using a non-compartmental analysis of the same data (Heggie et al, 1987), as well 
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as with those previously reported by (Diasio and Harris, 1989) in nine different studies after 
the administration of an intravenous bolus at several dosages of 5-FU (range between 0.8-
1.9 l/min). 
 
According to (Muller et al, 1997), 5 – FU pharmacokinetic data was fitted according to a two-
compartment model. Mean interstitial 5-FU load, expressed as area under curve (AUC), in 
breast tumours was 61 ± 11% (means ± SE) of the mean plasma 5-FU load. (Adjei et al, 
2002) conducted a non – compartmental analysis and calculated the mean ±SD steady-state 
plasma concentration and area under the curve (AUC)144-168h for continuous venous infusion 
of 5 - FU (300 mg/m2  per day for 7 days) as equal to 104 ±  45 ng/ml and 2,350 ±  826 
ng·h/ml, respectively. In (Larsson et al, 1996) a study of the pharmacokinetic effects of 5 – 
FU after 20 min intravenous infusion or a two - minute bolus (push) injection of 5-fluorouracil 
(500 mg/m2) was conducted. After bolus injection, the AUC was given as equal to 6158 874 
μM/l·min, while after short-time infusion it was calculated as equal to 3355  428 μM/l·min (p 
< 0.01). In (Finch et al, 1979), the mean plasma half – life t1/2 of 5 - FU for patients receiving 
the 0.5g dose (given by rapid intravenous injection) was 8.2 min and the computed 
concentration of 5FU at zero time C0 for the group had a mean value equal to 44.1 μg ml-1. 
The calculated apparent volume of distribution Vd, was found to have a mean value equal to 
13.31. The computed AUC showed a 3.1-fold range between 290 and 904 μg min ml-1 (mean 
= 507). 
 
 
 5.1.2 Capecitabine 
 
Capecitabine is an oral fluoropyrimidine prodrug used mainly for the treatment of breast and 
gastrointestinal cancer. This antimetabolite is converted to 5-FU via thymidine 
phosphorylase, an enzyme mostly expressed in neoplastic tissue compared with health 
tissue rendering capecitabine tumour specific (Scientific discussion, EMEA 2005, From: 
http://www.ema.europa.eu/docs/en_GB/document_library/EPAR_-
_Scientific_Discussion/human/000316/WC500058145.pdf, Visited 06/2011). Both normal and 
tumour cells metabolize 5-FU to 5-fluoro-2’-deoxyuridine monophosphate (FdUMP) and 5-
fluorouridine triphosphate (FUTP) (From: 
http://www.druglib.com/activeingredient/capecitabine/, Visited 06/2011). Once these 
metabolites are generated, the specific agent has the same mode of action with 5 - FU 
(Geisler et al, 2007). Capecitabine appears to be phase specific for the G1 and S phases of 
the cell cycle  
(From: http://www.merckmanuals.com/professional/print/lexicomp/capecitabine.html, Visited 
06/2011). 
 
Capecitabine undergoes extensive metabolism in multiple physiological compartments and 
exhibits particular challenges for predicting pharmacokinetic and pharmacodynamic activity 
in humans (Blesch et al, 2003). In (Reigner et al, 2001) mean pharmacokinetic parameters of 
capecitabine have been mainly determined with the use of non-compartmental analyses. 
After oral administration of 1250 mg/m2, capecitabine was rapidly and extensively absorbed 
from the gastrointestinal tract [with a time to reach peak concentration (tmax) of 2 hours and 
peak plasma drug concentration (Cmax) of 3 to 4 mg/l] and had an elimination half-life (t½) 
ranging from 0.55 to 0.89h.  According to (Walko and Lindley, 2005) in adults, capecitabine 
has a bioavailability of ~100% with a Cmax of 3.9 mg/l, tmax of 1.5 to 2 h, and AUC of 5.96 
mg·h/l.  
 
According to non-compartmental analysis conducted by (Czejka et al, 2011), mean peak 
plasma concentrations of capecitabine occurred at about 50 min, those of metabolites 
(5'DFCR and 5'DFUR) shortly later (range 54-80 min). In (Siegel-Lakhai et al, 2008) a time 
delay was observed between drug intake and the appearance of capecitabine in plasma. A 
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one- and a two-compartment model (with the use of NONMEM software) were fitted to the 
concentration time profiles in individual patients. Mean AUC was calculated as equal to 7.71 
mg·h/l for a dose of 1250 mg·m-2. In (Urien et al, 2005) capecitabine pharmacokinetics was 
ascribed to a one- compartment model from which 5’-DFCR, 5’-DFUR and 5-FU were 
sequentially produced. 
 
 
 5.1.3 Bevacizumab 
 
Bevacizumab is a recombinant humanized monoclonal antibody (93% human and 7% 
murine) (Homsi and Daud, 2007). The specific agent binds vascular endothelial growth factor 
(VEGF), the main mediator of tumour angiogenesis, thereby inhibiting the interaction of 
VEGF to its receptors (Flt-1 and KDR) on the surface of endothelial cells (From: 
http://www.medsafe.govt.nz/profs/datasheet/a/Avastininf.pdf, Visited 07/2011). Thus, it 
inhibits angiogenesis and tumour growth (Manley et al 2002). Since VEGF is thought to play 
a key - role in the formation of tumour metastases (Saito et al, 1998), anti-VEGF therapy is 
considered a promising strategy for treating metastatic sites (Gerber and Ferrara, 2005). 
Various studies have been sought in order to analyze the actual efficacy of bevacizumab 
treatment (Ferrara and Kerbel, 2005).  
  
Bevacizumab is believed to have multiple valuable pharmacodynamics effects upon tumour 
vasculature: 

 It induces regression of existing tumour vasculature by limiting blood supply and 
tumour growth (Marrs and Zubal, 2009). Based on an experiment conducted by (Kim 
et al, 1993), anti – VEGF therapy has no effect on the proliferation rates of the tumour 
cells proving this way that primary pharmacodynamic effects of the specific drug are 
not directly targeted on tumour cells, but on endothelial cell survival and proliferation 
within the tumour vascular network. Indeed, the absence of growth signals causes the 
death of endothelial cells by apoptosis and fragment and ultimately, vessel regression 
(Tobelem 2007; Bergers and Benjamin, 2003). After 7 days of VEGF inhibition vessel 
density has been shown to decrease by as much as 80% (Inai et al, 2004; Baluk et al, 
2005; Yuan et al, 1996). Similar results have come up from a phase I clinical trial, 
where a single infusion of bevacizumab reduced microvessel density by 29–59% 
(p<0.05) in rectal cancer patients (Willett et al, 2004) and a phase II trial of 
bevacizumab in patients with advanced hepatocellular cancer (Zhu et al, 2006). 

 It inhibits the proliferation of the endothelial cells, causing in this way impairment of 
further vessel growth (Samant and Shevde, 2011). Indeed, according to (Tobelem, 
2007), studies have shown that therapy targeting VEGF inhibition suppresses 
endothelial cell proliferation and migration, and new vessel growth within 24 h of 
administration. 

 It normalizes surviving tumour vasculature, thereby facilitating the delivery of 
chemotherapeutic agents to the tumour tissue (Lorusso, 2008; Jain, 2008; Dickson et 
al, 2007). The specific effect is believed to be a very significant one, since a major 
problem in chemotherapy treatment is the fact that a large percentage of the 
chemotherapeutic drug is thought to bypass large areas of the tumour (Jain, 1987; 
Jain, 1988) not being able to access all target areas due to the high abnormality of 
tumour vessels. Indeed, based on a preclinical study, the combination of 
bevacizumab with another antineoplastic agent called irinotecan increased by 46% 
the intratumoral concentration of irinotecan (Wildiers et al, 2003). Moreover, in the 
recent years the scientific community has determined additional benefits of 
normalization of tumour vessels such as the fact that vascular normalization 
enhances radiosensitivity and tumour immunity (Sato, 2011). 
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According to (Gerber and Ferrara, 2005) who conducted a review of pharmacodynamic 
effects of bevacizumab treatment on various human tumour cell lines, studies have shown 
that monotherapy with bevacizumab resulted in dose – dependent tumour growth inhibition of 
20 different human tumour cell lines (13 tumour types) implanted into nude mice and the 
inhibition was independent of the route of administration or tumour location.  
 
In (Marme and Fusenig, 2008), bevacizumab has been found to neutralize all isoforms of 
human VEGF with a dissociation constant (Kd) of 80 pΜ and to inhibit VEGF – induced 
proliferation of endothelial cells in vitro and tumour growth in vivo. 
 
(Dass et al, 2007) suggest that tumour vascular endothelial cells express specific markers 
that can be exploited since they proliferate from 50 to 200 times faster than normal cells. 
According to the same source, one vascular endothelial cell has been found to support up to 
100 tumour cells and that is why the destruction of even one single blood vessel can cause 
the death of a considerable number of tumour cells. 
 
Based on the state of the art, the vast majority of pharmacokinetic data has been analysed 
using two- compartmental methods. In (Lu et al, 2008), an open two-compartment model with 
first-order elimination best fitted the pharmacokinetic data of bevacizumab. In the final model, 
estimated clearance and central compartment volume of distribution were 0.207 l/day and 
2.39 l for a typical female. Clearance was 26% faster in men than in women. The terminal 
half-life estimate was 20 days for both men and women. In (Shih and Lindley, 2006) at doses 
of 0.1 and 10 mg/kg, the Cmax was 2.80 and 284 μg/ml, respectively. The mean clearance of 
bevacizumab in the dose range from 0.3 to 10 mg/kg was 2.75 to 5.07 ml/kg per day after the 
first dose. According to the specific source, the best structural model for bevacizumab 
pharmacokinetics was a two-compartmental model with first-order elimination. The estimated 
elimination tl/2 of bevacizumab was 20 days. (Ternant et al, 2010) also described 
bevacizumab concentrations using a two-compartment population pharmacokinetic model 
with first-order constants. 
 
In(http://www.ema.europa.eu/docs/en_GB/document_library/EPAR__Scientific_Discussion/h
uman/000582/WC500029262.pdf, Visited 06/2011) pharmacokinetic data for bevacizumab 
was analyzed using standard two-compartment and one-compartment methods, while 
terminal elimination half-life was also determined with the use of non-compartmental 
methods. According to the same source, pharmacokinetics of bevacizumab proved to be 
dose independent, except for doses <1 mg/kg and linear over the dose range 1 to 10 mg/kg. 
The clearance of bevacizumab ranged from 2.75 to 3.65 ml/day/kg while central volume of 
distribution ranged from 37.9 to 48.6 ml/kg at all doses, which is about the human plasma 
volume of 43 ml/kg.  
 
 
 5.1.4 Trastuzumab 
 
The specific antineoplastic agent that was added in the pharmaceutical armamentarium for 
the treatment of breast cancer in 1998 is a member of the family of humanized monoclonal 
antibodies. It exhibits antitumour activity against the human epidermal growth factor receptor 
2 protein (HER2) overexpressing human breast tumour cells (20 – 30 % of human breast 
cancer) (Harries and Smith, 2002). Trastuzumab binds with high affinity to the extracellular 
domain of HER-2. Although its mechanisms of action are only partially elucidated there is 
evidence that trastuzumab causes immune–mediated cellular cytotoxicity, inhibition of HER2 
shedding, induction of HER2, inhibition of the PI3K pathway, inhibition of angiogenesis and 
G1 arrest (Valabrega et al, 2007). 
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Literature suggests that 2 – compartmental models assuming first-order elimination give the 
best description of trastuzumab pharmacokinetic data. According to (Cobleigh et al, 2003) 
trastuzumab concentrations can be predicted by a two-compartment model with an estimated 
half-life of at least 18 to 27 days. In (Charoin et al, 2004), pharmacokinetic data best fitted to 
a linear two-compartment pharmacokinetic model with a long half-life, typical of that of IgG 
immunoglobulins. The central volume of distribution corresponded to the typical human 
plasma volume and parameter estimates (Cl = 0.226 l/day, V1 = 3.17 l, k12 = 0.0828 day-1, 
k21 = 0.0486 day-1, AUC0-3wks = 1677 mg∙day/l, Cmax = 104 mg/l, Cmin = 64.9 mg/l) were 
similar to the ones obtained in a population pharmacokinetic analysis previously performed 
(Washington et al, 2002). Finally, in (Bruno et al, 2005), a two-compartment linear model 
adequately described the pharmacokinetic data. Population estimates from the base model 
for clearance and volume of distribution of the central compartment of trastuzumab were 
0.225 l/day, and 2.95 l, respectively. Terminal half life based on the population estimate was 
28.5 days. 
 
 
 5.1.5 Cyclophosphamide 
 
Cyclophosphamide is an antineoplastic and immunosuppressive agent that undergoes 
hepatic transformation to form active alkylating metabolites (Sladek, 1988). As a member of 
the family of alkylating agents, cyclophosphamide is believed to act in three ways: via the 
attachment of alkyl groups to DNA bases, so as to inhibit DNA synthesis and RNA 
transcription from the affected DNA, via the formation of cross-links leading to impairment of 
DNA replication and RNA transcription and via the induction of mispairing of the nucleotides 
leading to mutations (From http://www.drugbank.ca/drugs/DB00531, Visited 07/2011).  
 
According to (Goldstein et al, 2008), in spite of the fact that  cyclophosphamide is one of the 
most commonly used anticancer agents and the fact that DNA interstrand cross-links are 
considered responsible for its cytotoxicity, the exact mechanism of initiation and execution of 
cell death still remains unknown to a large extent. 
 
Cyclophosphamide has been found to be more effective against rapidly proliferating cells 
(Ahmed et al, 1984; Swierniak et al, 2009). Indeed, preferential cytotoxic activity of 
cyclophosphamide against rapidly proliferating lymphocytes has been demonstrated by 1125 
UDR labeling of lymphocytes (Turk and Poulter, 1972). It belongs to the category of drugs 
that, although mostly active in specific phases, kill cells also in other phases of the 
proliferation cycle. Indeed, cyclophosphamide is considered mostly active in the S phase of 
the cell cycle (Swierniak et al, 2009), but it can damage DNA during any phase of the cell 
cycle (Zhang et al, 2006). In (Kugawa et al, 2004) an evaluation of human breast cancer cell 
(cell line MCF-7) death by a chemotherapeutic scheme consisted of cyclophosphamide, 
doxorubicin and 5-fluorouracil was conducted. Cyclophophamide was the least cytotoxic of 
the three drugs, causing only 20% cell death, even at the high concentration of 500 μg/ml. 
 
In (Ohta et al, 2001), where the cytotoxicity of various chemotherapeutic agents is evaluated,  
in six ovarian cancer cell lines, the assay area under curve was calculated using the formula 
AUC = IC50 × t1/2 × 1.44{1-e-(0.693)(96)/t1/2}, where t1/2 is the in vitro half-life of the drug at 37 0C. 
The IC50 value for the six cell lines under study ranged from 0.81 to 12.3 μg/ml and the peak 
plasma concentration was 3.0 μg/ml. Cyclophosphamide proved mostly cytotoxic for serous 
papillary adenocarcinoma cells comparing to clear cell adenocarcinoma cells. 
 
Literature review has revealed that both one- and two–compartmental models have been 
applied for the description of cyclophosphamide pharmacokinetics.  
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In (Zhang et al, 2006), pharmacokinetic parameters of Cyclophosphamide and Ifosfamide 
were reported. The half life of the elimination phase of cyclophosphamide ranges from 3.2-
7.6 hours with total body clearance values of 2.5 to 4.0 l/h/m2. Following intravenous 
administration, the volume of distribution of cyclophosphamide approximated the total body 
water volume (30-50 l). At doses of cyclophosphamide used in clinical practice, no dose-
dependent pharmacokinetics was revealed. When cyclophosphamide was administered at 
4.0 g/m2 over a 90-min infusion in patients with metastatic breast cancer, a one-compartment 
model with Michaelis-Menten saturable elimination in parallel with first-order renal elimination 
adequately described the kinetics of cyclophosphamide.  
 
Based on the same source, the specific agent is well absorbed and the peak concentration 
appears 1 hour following oral drug administration. The oral bioavailability of 
cyclophosphamide is 85-100%, while at higher doses (0.7 g/m2), it has an 87.7% oral 
bioavailability. According to (Chinnaswamy et al, 2011), a one compartmental model, 
incorporating a term in surface area for both clearance and volume of distribution, best 
described cyclophosphamide pharmacokinetics. In (Cohen et al, 1971), the data was 
described by a two- compartment open model with half life of the elimination phase of the 
drug ranging between 3 and 11 hours and mean renal clearance equal to 10.7 ml/min. 
Finally it should be stressed that in adults, there is substantial interpatient variability in the 
cyclophosphamide area under the curve and an even greater variability in the area under the 
curve of its metabolites when cyclophosphamide is dosed based on body surface area or 
weight (McCune et al, 2008). 
 
 5.1.6 Docetaxel 
 
Docetaxel is an antineoplastic agent belonging to the class of antimitotics. Early in vitro 
studies revealed that docetaxel has a wide spectrum of antitumour activity (Bissery, 1995). In 
(Herbst and Khuri, 2003) docetaxel was attributed with multiple effects within a tumour. 
Several mechanisms of action have been described, among which interference with 
microtubule synthesis and degradation leading to inhibition of mitosis in cells and inhibition of 
angiogenesis seem to be the most significant ones (Sweeney et al, 2001). 
 
Docetaxel is a cell cycle phase-specific agent causing catastrophic cell cycle arrest in G2/M 
(Wang et al, 2004). According to (Armand, 2003), it has also been shown to induce tumour 
cell apoptotic death and to have antiangiogenic and immunostimulating properties. 
(Hernández-Vargas et al, 2007) conducted an experiment with human breast cancer cell 
lines exposed to docetaxel and suggested two different mechanisms of mitotic exit according 
to the drug concentrations: necrosis after induced aberrant mitosis necrosis (at low 
nanomolar concentrations) and mitotic arrest plus apoptosis (at higher concentrations of 
docetaxel). 
 
Based on the literature review conducted, concentration-time data of docetaxel has been 
described with the use of non–compartmental analyses and of both two- and three- 
compartmental models. According to (McLeod et al, 1998) docetaxel pharmacokinetic data 
was best described by a three-compartment nonlinear model. The final parameter estimates 
recorded for the nonlinear model are Vc = 2.629 ml/m2, Vmax12 = 11.640 ng/h, Km12 = 1.616 
ng/ml, K21 = 1.634 h-1, K13 = 7.66 h-1, K31 = 0.044 h-1, Vmax10 =  1.551 ng/h and Km10 = 28.6 
ng/ml. According to (Bruno et al, 1997) phase I trials have shown that docetaxel exhibits 
linear pharmacokinetics consistent with a three-compartment model. 
 
In (Slaviero et al, 2004) a two-compartment pharmacokinetic model was used to describe the 
docetaxel concentration-time data from 54 patients with advanced cancer. A population 
pharmacokinetic model has been developed and validated for weekly docetaxel (40 mg·m-2). 
The mean population estimate for clearance was 28.42 l·h-1, for the volume of distribution  
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7.91 l, for k12 = 1.16 h-1 and for k21 = 0.15 h-1. Non-compartmental modeling has also been 
carried out using Microsoft Excel with standard equations for non-compartmental and system 
analysis (Wagner, 1993). 
 
 
 5.1.7 Epirubicin 
 
Epirubicin is an antracycline derivative of antibiotics intended for breast cancer patients with 
evidence of axillary node tumour involvement following resection of primary site. 
Anthracycline mode of action has not been fully elucidated yet. However, epirubicin seems to 
have both antimitotic and cytotoxic activity (From: http://www.drugbank.ca/drugs/DB00445, 
Visited 07/2011).  
 
According to (Arican and Soy, 2005) cell culture studies indicate that epirubicin rapidly 
diffuses inside the cell, localises in the nucleus and inhibits synthesis of nucleic acid. IC50 
value of epirubicin for HeLa (CCL 2) cells that was taken from human cervical carcinoma was 
determined as equal to 0.1 μg/ml. Epirubicin is categorized as a cell – cycle non specific drug 
(Salmon and Santorelli, 2001). In (Hill and Whelan, 1982) epirubicin was shown to cause 
maximal lethal effects in the S and G2 phases of the cell cycle in murine and human tumour 
cell lines. 
 
After intravenous administration to patients, epirubicin shows a wide dispersion in the tissues 
(Ulakoglu and Altun, 2004). After bolus intravenous administration, epirubicin undergoes 
triphasic elimination from the plasma. Its terminal plasma elimination half-life in patients with 
cancer is 18 to 45 hours. The drug has a large volume of distribution and is concentrated in a 
variety of normal and cancerous tissues (Coukell and Faulds, 1997). 
 
For the description of concentration versus time data of epirubicin both two and three 
compartmental models have been applied.  
In (Jacobsen et al, 1991) the pharmacokinetics of the drug after intravenous bolus 
administration has been described by an open three-compartment model. The same source 
stresses that pharmacokinetic parameters are subject to considerable interindividual 
variation, and a given dose may result in highly different AUC values. 
 
According to (Robert, 1994) epirubicin pharmacokinetics may be described by a three-
compartment model, with half-lives for the initial (alpha), intermediate (beta) and terminal 
(gamma) elimination phases of 3.2 minutes, 1.2 and 32 hours, respectively. Total plasma 
clearance is 46 l/h/m2 and volume of distribution at steady-state is 1000 l/m2. The 
pharmacokinetics of epirubicin appears to be linear for doses up to the maximal tolerated 
dose of 150 to 180 mg/m2. In (Wade et al, 1992) epirubicin was given as a short-term 
intravenous infusion over the dose range of 25-100 mg/m2, and a two compartment model 
was fitted to the data, characterised by the parameters clearance, volume of the central 
compartment, alpha and beta. Clearance was tested as a linear function of various 
demographic and/or biochemical features. 
 
According to (Mei et al, 2000)   the pharmacokinetic parameters of epirubicin after iv bolus 
administration were Cmax = 12.825  9.901 mg  l-1, K12 = 3.1736   0.8991 h-1, K21 = 
0.4225  0.2293 h-1, K13 = 4.7345   0.9122 h-1, , K31 = 0.0355   0.0195 h-1, AUC = 2976.2 
  904.8 ng·h·ml-1, Vd = 69.67   26.55 l·kg-1, CL = 60.3   22.3 l·h-1

. The pharmacokinetics 
of high dose epirubicin was best described by a typical three-compartment model.  
 
 
 5.1.8 Vinorelbine 
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The antimitotic anticancer agent vinorelbine is a semi-synthetic vinca-alkaloid used for the 
treatment of various types of cancer such as non-small-cell lung cancer and metastatic 
breast cancer. Vinorelbine is also a radiation-sensitizing agent (Gridelli et al, 2000) and it is 
considered a cell cycle phase-specific (M phase) agent (Navelbine product monograph, 
1998). It binds to tubulin and inhibits microtubule assembly, resulting in cell mitosis disruption 
and eventual cell death (Vinorelbine CCO Formulary, 2010). It blocks cells at G2/M when 
present at concentrations close to IC50 (19.10 nmol for human breast cancer cells) while at 
higher concentrations there is production of polyploidy (Gregory and Smith, 2000). According 
to (Gasoigne and Taylor, 2009) once the cells arrest in mitosis, they undergo one of the fates 
explained below:  
 Direct death in mitosis 
 Unequal division to produce aneuploid daughter cells 
 Exit cell cycle without undergoing cell division. In this case either they continue 
progressing through the cell cycle as tetraploid cells or they arrest in interphase indefinitely 
or they die in interphase 
  
According to existing literature, the majority of vinorelbine data have been analysed using 
three - compartment methods. In (Deporte-Fety et al., 2004), vinorelbine was administered 
as infusions of 5–10 min at 15, 20 or 25 mg/m2 to 30 patients. Vinorelbine concentration-time 
data were best described by a three-compartment open model. Plasma clearance was high 
and positively related to lean body weight and body surface area or to a combination of 
height and body weight. Typical population estimates of clearance and central distribution 
volume were 74.2 l/h and 7.8 l, respectively. 
 
In (Nguyen et al., 2002) a linear three-compartment model characterized vinorelbine blood 
concentrations and the equation was parameterized in terms of total body clearance, central 
volume of distribution, transfer rate constants, slope of the distribution phase  and volume of 
distribution. This type of structural model was used in order to obtain pharmacokinetic 
parameters such as terminal half-life or volume of distribution of the terminal phase. 
 
According to (Gregory & Smith, 2000) the pharmacokinetic properties of intravenously 
administered vinorelbine can be described by a three compartment model: after a dose of 30 
mg·m–2 intravenous a high initial peak of 5 μmol rapidly decays to about 1 nmol at 2 h. The 
drug diffuses freely into tissues showing a large volume of distribution and an elimination 
half-life of 40 h (Marquet et al, 1992). 
 
In (Gauvin et al, 2000) vinorelbine was administered by a 10-min continuous infusion at a 
dose of 20–30 mg/m2 through a central venous catheter. An open three-compartment 
pharmacokinetic model with a zero order input rate was used to describe the kinetics of 
vinorelbine. Area under the plasma-concentration time curve (AUC) normalized to a 30 
mg/m2 administered dose averaged 0.89 mg/l·h (coefficient of variation = 23.7%). The total 
plasma clearance averaged 0.93 l/h/kg (0.61–1.83 l/h/kg; coefficient of variation = 38.6%). 
The elimination half-life was 38.1 ± 5.8 h, V1=30.3 L, C1=61.2 l/h, α=0.426 h-1, β=0.0182 h-1, 
k21=0.853 h-1, k31=0.0362 h-1 

 
According to another source, a three-compartment open model adequately described 
vinorelbine pharmacokinetics (Rezai et al, 2011). Body weight and platelet count significantly 
influenced blood vinorelbine clearance. The final parameter estimates were as follows: CL = 
24.9 l/h, V1 = 8.48 l, Q2 = 50.7 l/h, V2 = 1,320 l, Q3 = 66.1 l/h, and V3 = 62.4 l (Qi and Vi 
denote inter-compartmental clearance and peripheral volume of distribution, respectively). 
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 Chapter 6: Special Biomechanism Models at the 
Molecular Level  

 
 
6.1 Introduction  

The molecular level models employ large scale molecular dynamics (MD) techniques to 
study the energetic and dynamic properties of biomolecular systems in atomistic detail, 
together with free energy calculations to rank drug-protein binding affinities. MD is a 
computer simulation technique where the time evolution of a set of interacting atoms is 
followed by integrating their equations of motion. MD simulations can help visualize and 
understand structures and dynamics when combined with molecular graphics programs [6.1]. 
The molecular and atomistic properties can be displayed on a computer in a time-dependent 
way, which opens a road toward a better understanding of the relationship of structure, 
dynamics, and function. 

MD studies in biology have emerged rapidly in recent years as an important complement to 
experiment. As a type of virtual experiment, MD simulations afford us an unprecedented 
opportunity to predict inhibitors both de novo (without knowledge of existing binding data) 
and in silico (entirely computationally, without the need for expensive experimentation). It has 
been used to study the interactions between inhibitors and receptors, to predict the effect of 
different receptors/mutations on inhibitor binding affinities using free energy calculations [6.2] 
[6.3], and to explain activation mechanism of key proteins in cancer development [6.4]. Using 
high performance grid computing [6.5], the method has the potential to accurately rank the 
drug binding affinities on clinically relevant timescales [6.3]-[6.4], and hence holds out the 
prospect of making a direct impact on clinical decision making [6.6]. 

6.2 A brief outline of the molecular level biomechanism models 

The present biochemical/molecular module aims at creating a simulator which has an impact 
in personalized drug treatment of targeted therapy, and predicts activation of key proteins 
involved in cancer development. Fig. 6.1 shows the workflow of the simulator. It contains 
three main components [6.7]: the building of a molecular system, the simulation and the post-
production analysis of the model. The building part will use a structure of drug-protein 
complex, either from crystallography experiments or from homology modelling. In order to 
model a protein with sequence variations, the simulator is able to routinely incorporate 
mutations into a given structure [6.7]. The simulation-ready model incorporates the force field 
and topology information, which is needed to manipulate the structure and dynamics. The 
simulation part includes minimization, equilibration and production runs. It uses molecular 
dynamics (MD) methods where the time evolution of a set of interacting atoms is followed by 
integrating their equations of motion. The simulation can be run by executing a series of 
scripts which are designed to sequentially submit a range of 
equilibration/equilibration/production stages. Long timescale and ensemble runs can be used 
to enhance conformational sampling. The post-processing analyzes the trajectories 
generated from the simulation component and extracts structural, dynamical and energetic 
properties of the system. Ultimate details of motional phenomena from simulations can 
enhance our understanding of biological function through the structure, dynamics and 
function connection. An important application of the module is to study drug-receptor binding 
and to rank drug binding affinities, which could be used to assist for optimizing drug selection 
according to patient’s specific genotypes [6.6]. The crucial validation work will be based on 
comparing the simulation predictions with experimental and/or clinical data. 

The following special models:  
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i. a molecular level model for inhibitor-kinase,  

ii. a molecular level model for inhibitor-tubulin,  

iii. a model of microtubule stability, 

iv. a DNA-intercalation model, 

are all molecular level simulation models and have the same gross level design and flow 
diagrams. The inputs for the models are:  

 the structures of proteins either from protein data bank (PDB, 
http://www.rcsb.org/pdb) or from homology modeling, 

 the force field and residue topology file from molecular dynamics simulation 
packages,  

 and the mutation status from experiments or clinicians.  

The output will be structural, energetic and dynamic properties, which can be compared with 
experimental and/or clinical output. 

Fig. 6.1 Flow diagram of the special biomechanism simulator at the molecular level of biocomplexity   
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Chapter 7: Special Biomechanism Models at the 
Cellular Level  
7.1  Tumour-immune system interplay 
 
7.1.1 Introduction 
 
Puzzling outcomes of preclinical studies and clinical trials of immunotherapies might be 
linked to the general mechanisms that, in the absence of therapies, enable the evasion of 
tumours from the control of the immune system. Among these, the evolutionary ones are 
being investigated. We developed preliminary models (Al Taameni et al. 2011, d’Onofrio and 
Ciancio, 2011) which have provided the basis for the special biomechanism models at the 
cellular level.  
 
7.1.2 Biological and clinical background  
 
Tumour cells (TCs) are characterized by a vast number of genetic and epigenetic events 
leading to the appearance of specific antigens (e.g. mutated proteins, under/overexpressed 
normal proteins and many others) triggering reactions by both the innate and adaptive 
immune system (IS). These observations have provided a theoretical basis to the old 
empirical hypothesis of immune surveillance, i.e. that the IS may act to eliminate tumours 
(Ehrlich 1909; Dunn et al, 2004), only recently experimentally and epidemiologically 
confirmed. Obviously the competitive interaction between TCs and the IS involves a 
considerable number of events and molecules, and as such it is extremely complex. Thus, 
the kinetics of the interplay between TCs and IS is strongly non-linear. Moreover, to fully 
describe the immuno-oncologic dynamics, one has to take into account a range of spatial 
phenomena. Indeed, the TC-IS interplay is strongly shaped by the spatial mobility of both 
TCs and IS effectors. Indeed, apart from the random motion of both type of cells, a prominent 
role is played by chemoattraction of IS effectors towards the TCs. Indeed, chemotactic 
motion of immune system cells is a landmark of the defense of human body against non-self 
agents, including tumours, since cells belonging to both innate and adaptive immunity are 
able to reach their targets thanks to the gradients of various kinds of chemicals, e.g. 
inflammation-related substances produced by tumour cells. Thus, such chemotaxis is of 
paramount importance in the interplay between tumours and the immune system, since it 
allows the control of tumour growth and also the immune surveillance. 
 
However, besides temporal and spatial non-linearities, another important point to stress is 
that the structure of the above-mentioned interactions is also characterized by a series of 
evolutionary phenomena. As it is well known, the IS is not in all cases able to eliminate a 
neoplasm, which may escape from IS control. In other cases, a dynamic equilibrium may 
also be established, such that the tumour may survive in a microscopic dormant state, which 
is undetectable by diagnostic equipment. This was largely inferred from clinical data, but 
recently Koebel and colleagues (Koebel et al 2007) were able to experimentally show, 
through an ad hoc mouse model, that adaptive immunity can mantain occult cancer in an 
equilibrium state. It is quite intuitive that this equilibrium can be disrupted by sudden events. 
Indeed, if disease-related impairments of innate and adaptive immune systems, or immuno-
suppressive treatments preceding organ transplantations, occur then tumour restart 
developing. 
 
This has been shown both by mouse models and through epidemiologic studies. However, 
there is a major class of causes of disruption of the equilibrium that are not related to 
immuno-suppression. Indeed, over a long period of time, the neoplasm may develop multiple 
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strategies to circumvent the action of the IS, which may allow it to re-commence growing into 
clinically apparent tumours, which theoretically can reach their carrying capacity. 
From an ecological point of view, it might be said that the tumour has adapted itself to 
survive in a hostile environment, in which the anti-tumour immune response is activated. For 
example, the tumour may develop mechanisms to spread by reducing its immunogenicity. In 
other words the immunogenic phenotype of the tumour is 'sculpted' by the interaction with 
the IS of the host. For this reason, the theory of interaction between a tumour and the IS has 
been called immuno-editing theory. An impressive body of research is accumulating on the 
immunoevasive strategies, and many recent works have been devoted to some aspects of 
this fascinating subject, and to its close relationships on the effectiveness of 
immunotherapies. 
 
7.1.3 Implications for planning immunotherapies  
 
The immunoevasive strategies above illustrated continue to hold also in the case where the 
dormant state of a tumour has been induced by the reinforcement of the immune system 
reaction, due to the delivery of an immunotherapy. In this case, the evasion causes a tumour 
relapse. Thus, it is believed that both the experimental results concerning immunoevasion of 
tumours and theoretical findings that are proposed might have interesting clinical 
implications. More generally, the opinion of (Zitvogel et al. 2006) is shared, according to 
which recent progresses in immuno-oncology has not influenced the way anticancer 
therapies are conceived and applied in clinics. 
 
The preliminary models to be described have to be understood as a detailed modelling of a 
possible mechanism that might enact tumour cells to evade from the control of adaptive 
immunity at the population kinetics level. Various specific (and tumour-dependent) strategies 
deployed by those cells, in order to reach their aim, are phenomenologically described by 
means of the model of the dependence of the various parameters on the classes of tumour 
cells. This is only an initial step of a research effort for a more complete description of tumour 
relapse under immunotherapies in the broader framework of the Oncosimulator. The latter 
will include the modelling of some specific evasion strategies. 
 
Indeed, given the complex network of interplaying between inter-cellular and intra-cellular 
signalling, and the various temporal scales (from the rapid dynamics of involved intracellular 
pathways to the relatively slow growth of a tumour to finish with sometimes slow and 
sometimes fast onset of immunoevasion) as well as the spatial ones (from the cells to visible 
neoplasms) a more detailed model will have to be multiscale one. The latter will involve a 
wide range of computational tools spanning from those typical to computational biology and 
bioinformatics to more classical analytical and numerical methods of statistical mechanics 
and mathematical physics 
 
7.1.4 Computational background and basics 
 
As far as the mathematical description of the tumour and the immune system interaction is 
concerned, only a limited number of efforts have focused on the spatial aspects of the 
immunoncological interaction. Chaplain and coworkers (Matzavinos et al 2004) proposed a 
spatiotemporal model of tumour - cytotoxic T lymphocytes (CTLs) interaction by including 
spatial motility of both tumour and CTLs effectors, as well as chemotactic motion of immune 
effectors. They mainly focused on the role of the immune system in determining tumour 
dormant states by showing through a series of simulations that a dormant state is reached 
but the tumour cells are spatially distributed in an irregular pattern. 
 
Based on the suggestion that the immune system has the ability of sculpting the phenotype 
of a tumour made by Dunn and co-workers (Dunn et al. 2004), a cell-centered semi-
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mechanistic approach aimed at describing a possible immunologically realistic kinetic 
mechanism through which the immuno-evasion onsets has been developed. 
 
Since there is strong experimental evidence that the type, the density and the location of 
cytotoxic T lymphocites are predictive of the clinical outcome of some relevant neoplasias 
and since a long temporal interval is of interest in the present context, the interplay of a 
neoplasm with CTLs is being dealt with. 
 
In the proposed model, it is assumed that tumour cells that survive following the attack of 
cytotoxic T-lymphocites have a probability of acquiring a phenotype through mutations or 
even by epigenetic changes that is more resistant to future attacks by CTLs. In turn at each 
new encounter with a CTL this resistance can further increase and after a finite number of 
encounters a complete or maximal resistance to specific immunity is acquired. 
 
Moreover, specific spatial effects might be linked to immunoevasion of neoplasms. Indeed, 
recently Vianello and colleagues (Vianello et al 2006) experimentally showed that tumour 
cells can produce chemicals that act as chemorepellers for CTLs. Those experimental 
findings will be integrated into the model under development by providing that within the 
range of features defining the increasingly resistant TC phenotypes an increasing ability of 
producing such chemorepulsive substances is included. 
 
These two bio-theoretical hypotheses, although new, are in line with the general schema of 
tumour escape from the immune response. Indeed, as stressed in (Stewart and Abrams 
2008), tumour cells may escape from immune control through two general paradigms: (a) 
mechanisms that involve the secretion of soluble factors; (b) mechanisms that are dependent 
on the contact between the tumour cells and the effectors and that aim at reducing antigen 
recognition/adhesion and apoptotic resistance. 
 
Based on the current experimental knowledge, apart from their mitogenic action the above 
mentioned factors primarily aim at inducing the emergence of immunosuppressive networks. 
In the biotheoretical model under development and in line with the animal model proposed by 
(Vianello et al, 2006) the factors are chemicals repelling CTLs. However, the production of 
different factors increasing for example the apoptotic rate of CTLs will be included.  
 
Within the framework of modelling a biological setting where immuno-evasion of the tumour 
is not considered, the interplay between tumour cells and tumour infiltrating cytotoxic T 
lymphocytes in the absence of immunoevasive mechanisms has been modeled (Matzavinos 
et al 2004).  According to them 

 complexes composed by a tumour cell and a CTL form at a rate k+, which embeds 
the encounter rate between a tumour cell and a CTL times the probability that the 
CTL recognizes the TC as a nonself entity 

 dissolution of complexes leads to a state where both the tumour and the CTL cells 
are alive with a rate k- 

 dissolution of complexes leads to a state where either the tumour cell or the immune 
cell is alive with rates k(1-p) and kp, respectively, where p is the probability that the 
tumour cell is killed. 

 
The above kinetics are graphically summarized in figure 7.1, where: E denotes the density of 
alive CTLs, T the density of alive tumour cells, C the density of complexes T-CTL, T* the 
density of lethally hit tumour cells, E * te denisty of lethally hit CTLs. 
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Fig. 7.1 Schematic diagram of local lymphocyte – cancer cell interactions. For symbol 
definition see text. 
 
 
 
The key assumption proposed in this work is that a part of the tumour cells that are alive after 
the short life of the tumour-CTLs complexes are more fit to survive the future attacks of the 
immune system. The properties of the so enhanced tumour cells will be different from those 
of the 'naive' tumour cells. Namely, from the pure kinetic nonspatial point of view, the former 
will be such that: 

 the probability of being killed is smaller 
 the probability of being recognized is smaller 
 the recruitment rate of CTLs stimulated by the presence of the complexes 'Ti+CTL' is 

also smaller 
This is summarized in Fig. 7.2 where the tumour cells that survived i encounters with CTLs 
are denoted as Ti (C denotes a complex formed by a Ti and a CTL). 
 
 

 
 
 
 
 
 



p-medicine – Grant Agreement no. 270089  

D12.1 –Architecture and information flow diagrams of the Oncosimulator and the biomechanism models 

 Page 82 of 86 

 

 
 
 
 
 
 
Fig.7.2 Schematic diagram of local lymphocyte – cancer cell interactions. For symbol 
definition see text. 
 
 
However, not only the temporal but also the spatio-temporal properties of the more fit tumour 
cells are likely to be different than those of the baseline tumour cells. This implies that the 
production rate of chemoattractants stimulated by a complex CTL+'non naive tumour cell' is 
assumed to be smaller than that of the naive cell.  Since, in accordance with what has been 
mentioned above, Vianello and colleagues (Vianello et al. 2006) showed that in an animal 
model tumours produce chemicals that repel CTLs it is assumed that those chemorepellors 
are produced by the non-naïve tumour cells. 

 
 
 

 
Figure 7.3 Simulation of tumour evasion form immune control in a purely temporal setting 
(spatial aspects disregarded). Solid lines N=4, dashed lines N=10. 
 

 
 
Fig 7.4 Spatial effects of immunomodulation. Left pane: solitons-like invasion pattern of a 1 
cm of tissue in absence of immunoevasive strategies. Right pane: robust invasion pattern 
obtained by adding the immunoevasion. (Al-Taamemi et al 2011). 
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It is explicitly noted that such increased resistance is genetic or epigenetic. From a kinetic 
point of view, this is indifferent. However, in order to experimentally validate the hypothesis 
such a distinction would be of paramount importance. 
 
Recently performed simulations suggest that the proposed mechanism is able to mimic 
various aspects of the dynamics of immunoevasion during the lifespan of a mouse or of 
another host organism. The differential spatiotemporal contribution to evasion due to (i) the 
decrease of the probability pi of being lethally hit and (ii) the decrease of the probability that a 
tumour cell is recognized by a TICTL has also been highlighted. 
 
Additionally, a simplified model with a slightly different behaviour where the information 
acquired by TCs that survived the formation of complexes with CTLs is transferred to other 
cells of the neoplasm thourgh intercellular signaling has been recently proposed (A. d’Onofrio 
and A. Ciancio, 2011). Assuming that the diffusion of the signaling factors is small with 
respect to the dynamics of TCs and CTLs it has been theoretically observed that the 
evolution of the killing rate p(t) and other key parameters can be modeled as an imitation 
game. 
 
 
7.2 Computational model of the role of p53 in governing the 
polarization of Tumour Stem Cells 
 
Gene p53 is of paramount importance because of its role as oncosuppressor. Until recently, 
it was believed that its main onco-preventive action was due to its role in tightly maintaining 
the probability of apoptotic cells sufficiently large in order to guarantee, at the population 
level, the homeostasis of tissues. Other functions of p53 strictly related to aptoptosis involve 
DNA repair, cell cycle arrest and cell senescence. The downregulation or complete 
suppression of p53 invariably leads to a decrease of the apoptotic rate and, as a 
consequence, to tumourigenesis. 
 
Recently, at IEO a novel and rather unexpected role for p53 has been shown (Cicalese et al 
2009):  p53 controls the polarization of stem cells in breast cancer. Breast stem cells with a 
normal amount of p53 protein normally divide asymmetrically (i.e. the two daughter cells are 
different, one remaining stem cell, the other being a progenitor cell), whereas stem cells in 
which p53 has been suppressed tend to divide symmetrically (i.e. both daughter cells are 
stem cells) and form tumour both in vivo and in vitro. Moreover, it has been shown that cells 
with low levels of p53 that are treated with the drug Nutlin, which increases the levels of p53 
by binding to its inhibitor MDM2, restart dividing asymmetrically. 
 
In the framework of p-medicine WP12, computational models of both the basic mechanisms 
that allow p53 to control the symmetry of the cell division process and of drug-driven 
restauration of normal p53 levels will be developed. In this initial phase, a review of the 
extensive literature concerning several possible biophysical mechanisms that may induce the 
breaking of cellular symmetry (Turing bifurcations, Wave-pinning-like mechanism etc) for 
both the case of spontaneous and signal-induced breaking is being conducted.  
 
As far as treatment with Nutlin is concerned, the possibility of including mechanisms of Nutlin 
binding to MDM2 in some pre-validated mathematical models that appeared in literature in 
recent years (Ciliberto et al., 2005; Puszynsky et al, 2009; Hunziker et al., 2010) is being 
explored. 
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Conclusion 

 

In this document an outline of the basics of the architecture of the Oncosimulator and the 
special molecular and cellular cancer biomechanism models that constitute the main subjects 
of workpackage 12 entitled: “Virtual Physiological Human (VPH) Modelling and the Integrated 
Oncosimulator” has been presented. The basic information flow across the various modelling 
modules of the VPH entities has also been described in the form of text and/or flow digrams. 
It should be pointed out that the present document is to be viewed only as a gross platform 
for the development of the detailed algorithms and computer codes of the Oncosimulator and 
the focused biomechanism models. The detailed algorithms pertaining to each modelling 
module and system will be the subject of deliverable D12.2. 
 
It should be pointed out that apart from the simulation of new (in relation to the previous 
versions of the Oncosimulator) clinical trials concerning acute lymphoblastic leukemia and 
breast cancer, the modelling of antiangiogenic therapy, the development of a non localized 
compartmental multiscale model for leukemia treatment and the special 
biochemical/molecular and cellular biomechanism models to be used in conjunction with the 
tumour types and clinical trials considered constitute some of the novelties of the p-medicine 
Oncosimulator. Furthermore, the exploitation of new nephroblastoma cases is expected to 
allow a statistically grounded clinical adaptation and validation analysis of the Oncosimulator. 
Since at this early stage no modelling results have been produced, no quantitative analyses 
or remarks regarding the entire development and application process can be made. 
Nevertheless, such type of information will be included in deliverable D12.2. 
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Appendix 1 - Abbreviations and acronyms 
 

ACGT Advancing Clinico-Genomic Trials in Cancer [ a European Commission 
funded project] 

ALL Acute Lymphoblastic Leukemia 

CAU Christian-Albrechts-Universität zu Kiel 

CTL Cytotoxic T Lymphocytes 

HR High Risk 

ICCS-
NTUA 

Institute of Communication and Computer Systems – National Technical 
University of Athens 

IEO Istituto Europeo di Oncologia 

IS Immune System 

MD Molecular Dynamics 

MRD Minimal Residual Disease 

PDB Protein Data Bank 

SB Systems Biology 

SR Small Risk 

TC Tumour Cell 

UCL University College London 

UOXF University of Oxford 

USAAR University of Saarland 

WP workpackage 

 

 


