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Introduction

In this first part of the deliverable we present a summary of the main threats
identified by the three SysSec Working Groups during the first year of the
project. We decided to preserve the division of threats by area instead of
presenting a single, unified list. Therefore, the following three chapters
reflect the topic associated to each Working Group, respectively focusing
on Malware and Fraud, Smart Environment, and Cyberattacks. Each chapter
include a mix of current and emerging threats, with a focus on the short-
and mid-term future. In addition, we also decided to avoid any rating or
risk assessment, postponing the decision of which area is more important
and which area requires more attention from the research community to
the roadmap presented in the second part of this document.

The threat selection process was based on four different types of contri-
butions. A first draft of the threats list was initially prepared by each Work-
ing Group, based on the personal experience of its members in the area un-
der study. This preliminary version was later extended to take into account
the feedback provided by WorkPackage 5, WorkPackage 6, and WorkPack-
age 7. The objective of these three WorkPackages during the first year of
the project was, among other things, related to the analysis of the state of
the art, and the study of trends in the topic of scientific publications. Obvi-
ously, by carefully reviewing the related work, the WorkPackages’ members
were able to get a better understanding of how different threats evolved in
the past, and how new ones can emerge in the future in relation to new
technologies.

After these two initial steps, performed internally by the members of
the consortium, we decided to extend the discussion to other international
experts. Therefore, a number of external experts were selected by each
Working Group to participate to the first face-to-face meeting held in Ams-
terdam in February 2011. At the meeting, whose outcome is summarized in
the Appendix, each Working Group first presented its findings and its pre-
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CHAPTER 1. INTRODUCTION

liminary list of possible threats. The list was then discussed during a plenary
brainstorming session, that included all the participants and the invited ex-
perts. This step was extremely important because it allowed the Working
Groups to receive critics and feedbacks from people with different opinions
and quite different backgrounds.

Finally, the results of the meeting were summarized and discussed in
the project’s mailing lists with an even broader community of international
experts, including people from both academia and industry.

The final results, with additional details about the sources of information
adopted by each Working Group to prepare its list of threats, are presented
in the next chapters.
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CHAPTER 2. CURRENT AND EMERGING THREATS IN MALWARE AND
FRAUD

The threats presented in this chapter are the results of brainstorming and
discussion within the SysSec Project, within the SysSec Working Groups at
the first SysSec Working Group meeting in Amsterdam in February 2011,
and in the Malware and Fraud Working Group’s mailing list. This list rep-
resents our initial point of view on the classes of threats that we think will
become increasingly relevant over the next years.

2.1 Background

Malware and Fraud are two extensive areas when viewed without restriction.
In fact, in a broader sense, almost any threat and the intention behind it can
be reduced to the malware or fraud areas. Therefore, this chapter discusses
different types of malware and their difference concerning the platform for
which they are implemented.

Recently, one of the major change in this area was caused by the vast
amount of devices with a reasonable processing power that are capable of
connecting to the Internet. Ten years ago, only PCs were an attractive tar-
get for malware writers, simply because they were the only devices capa-
ble of running the malicious code itself. Recently, however, Smart phones,
Laptops, or even storage devices like NAS systems are running traditional
operating systems and are becoming the target of miscreants.

Additionally, with Internet access being omnipresent, previously isolated
facilities are becoming interconnected and publicly available, opening new
opportunities to ill-intended adversaries. In the rest of this chapter we dis-
cuss some of these targets and the threats related to them.

2.2 Threats

2.2.1 Malicious Hardware

Malicious hardware that incorporates backdoors, kill-switches or other ma-
licious functionality is not a new concept. However, recent research [16]
has demonstrated that flexible and powerful malicious functionality can be
easily implemented with a small amount of additional circuitry. Further-
more, recent events such as the Aurora [13] attacks on Google, as well as
Stuxnet [9], have demonstrated the impact of advanced, targeted attacks
performed by sophisticated actors with significant resources at their dis-
posal. The combination of these two factors means that the real-world use
of malicious hardware may become much more widespread in the near fu-
ture. Since detecting hardware backdoors is a challenging, open research
problem, it is even possible that these attacks are already in the wild today.

Malicious functionality can be added when a component is designed,
but it could also potentially be added at the fabrication stage. This is of
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2.2. THREATS

course extremely problematic since silicon fans are concentrated in a few
countries, which are therefore in the position to deploy malicious hardware
for intelligence, industrial espionage or sabotage all over the world. We can
distinguish two classes of attacks based on malicious hardware:

» Targeted attacks: inject malicious functionality into a specific compo-
nent that will be used at a specific target organization.

* Blanket attacks: inject flexible malicious functionality into all compo-
nents produced at a facility. Later, exploit it opportunistically.

2.2.2 Attacks Against the Cloud

As cloud computing models increase in popularity, they raise a number of
new security concerns, and new threats emerge as a consequence of tech-
nical and organizational changes. For the purpose of this discussion, we
consider a rather wide definition of cloud computing that includes Sofware-
as-a-Service (SaaS), Platform-as-a-Service (PaaS), and Infrastructure-as-a-
Service (IaaS) [3]. We can summarize threats against the cloud into three
broad categories:

* Attacks against virtualization: These are attacks against the virtualiza-
tion technology that underlies cloud-computing. Weaknesses in this
technology may allow attacks against the hypervisor or against co-
hosted virtual machines, ranging from leakage of coarse-grained load
information to full compromise.

* API-level attacks against cloud services: In addition to general-purpose
computing clouds such as Amazon AWS, we are also seeing the ex-
plosive growth of specialized clouds that provide services such as file
hosting, device synchronization and music streaming. Each of these
services typically exposes its own complex API, that may suffer from
vulnerabilities that lead it to compromise user’s privacy or worse.

* Old attacks with new implications: When a cloud-computing provider
suffers any kind of compromise to its infrastrcuture, this has additional
implications compared to when the same compromise occurs within
an ordinary company’s network infrastructure. This has been recently
demonstrated by the compromise of Sony’s PSN network. In this case,
the compromise caused a month-long downtime of the PSN service
that is used by millions of users, and led to the theft of users’ per-
sonal information (including credit card details) on a massive scale. If
a general-purpose cloud computing platform were compromised, the
consequences could be even more severe, and the ramifications uncer-
tain. For individual customers it might be difficult to even find out if

WWW.Syssec-project.eu 15 September 6, 2011
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FRAUD

their virtual machines had been compromised, making it very difficult
to select remediation actions.

2.2.3 Advanced Malware

Advanced malware already exists today. Many of the advanced capabilities
that we will list in this section have already been demonstrated either as
proof-of-concept (by security researchers) or by real malware that is in the
wild today. Nonetheless, malware will continue to evolve to circumvent
defenses against it and to improve its effectiveness alongside the social and
technological evolution of the Internet.

* Advanced botnets with stealthy and robust C&C: a reliable and secure
Command and Control infrastructure that is robust against take-down
attempts is a crucial component of a successful botnet. Likewise, mak-
ing C&C communication stealthy and hard to detect can help keep
the botnet out of the limelight so that less effort is spent against it
by security practitioners and law enforcement. We expect advanced
architectures such as the hybrid client-server and peer-to-peer model
used by Koobface [28] to be further refined and to gain in popularity
over time.

* Exploit social networks and automated social engineering for propa-
gation. In a sense, social propagation has been around since early
email-based worms started spreading to an infected user’s list of con-
tacts. However, social networking or messaging platforms that support
rich media and make large amounts of user information available sig-
nificantly widen the design space for such attacks.

* Cross-platform malware that targets mobile devices as well as PCs.
We also expect to see malware that “crosses the boundary” between
platforms e.g. by propagating from a user’s PC to his smartphone.

* Software marketplaces as new distribution channels for malware. Soft-
ware marketplaces and “App stores” provide users with a central repos-
itory of software for their devices and, in the near future, for their
PCs. Under this distribution model, software may be vetted to some
extent by the platform operator before being made available to users.
Nonetheless, app stores are no panacea against Trojan horses, because
it is not possible in practice for the store to automatically verify that a
piece of software is not malicious. Instead, app stores lead to a new
threat model, where the malware authors have to “game the system”,
and maximize the lifetime of their applications in the marketplace (un-
til they are discovered and banned) as well as their visibility to users
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during this period. For this, malware could manipulate the reputa-
tion systems on which these marketplaces are based to try and reach
a wide audience of potential Trojan victims.

* Virtualization-based malware (ring -1 malware).

* Resource hijacking: compromised accounts at hosting providers, net-
work servers, email providers, social networks or other online services
can be traded on the underground market and used to enable further
large-scale attacks. It is extremely challenging to defend against this
threat because such attacks would use the valid credentials of valid
users to perform malicious activity.

* Online currencies: malware may make use of emerging online curren-
cies (web money, in-game currencies, bitcoin, etc.). This could include
directly stealing a victim’s online money, money laundering, and more
sophisticated attacks that interfere with the markets for online goods.

2.2.4 Mobile Malware

Large-scale epidemics of mobile malware have been predicted over the past
years. While a variety of malicious software for mobile devices has indeed
been observed in the wild, large-scale outbreaks have yet to materialize.
However, advanced mobile devices that are essentially general purpose com-
puters have greatly increased in number, and have converged upon a few
successful platforms that have a number of attractive characteristics for on-
line criminals:

* Large population of mobile devices (including smart phones as well as
tablets).

* Complex software (e.g.: including full-featured web browsers) and
slow patch cycle (firmware updates). This means that vulnerabilities
are likely and that the window of opportunity for exploiting them can
be significant.

* Third-party applications: with the success of third-party applications,
Trojan horses can be a successful malware distribution model, even
in the absence of vulnerabilities (especially if combined with social
engineering).

* Valuable targets: smart phones carry with them large amounts of pri-
vate and potentially valuable information, as well as offer immediate
opportunities for monetization (by calling toll numbers or purchasing
products using a user’s account).
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* Two-factor authentication: an SMS sent to a mobile number has be-
come the most widely-deployed approach for two-factor authentica-
tion to online services, and is already deployed by Google, Facebook,
Twitter as well as a large number of European banks. This approach of
course fails once an attacker is able to compromise a user’s computer
and his cell-phone (or when a single device is used for both roles),
making the cell-phone an even more valuable target for attackers.

* The advent of mobile payment systems in the near future, where a
cell phone becomes a virtual wallet for payments based on near-field
communication, will make cell-phones an even more profitable attack
target.

2.2.5 Information Risks

The vast amounts of electronic data that are currently being collected, to-
gether with the increasing availability of algorithms and computing resources
to mine this data, create a huge amount of opportunities for this information
to be leveraged for benign as well as malicious purposes.

* Government open data: Large amounts of data are being made avail-
able in digital form by public institutions, as part of an unprecedented
push towards transparency in government and data-driven policy-making.
This can have huge social and economic benefits, but it also poses
some risks. New data correlation opportunities may lead to unfore-
seen consequences. Datasets released in anonymous form, for in-
stance, may be de-anonymized by correlating them with additional
datasets. Furthermore, this information could potentially be leveraged
for targeted attacks or phishing.

* Tracking: Service providers are collecting large amounts of informa-
tion on their users, particularly if they operate in jurisdictions where
there are few restrictions on their use of this data. This includes loca-
tion information obtained through GPS hardware, as well as from cel-
lular telephony infrastructure, and even by looking up the addresses
of wireless access points in databases that have been collected by ef-
forts such as Google Street View. Furthermore, users are providing in-
creasing amounts of information about themselves to social network-
ing services, without always being aware of the privacy implications.
The combination of these factors leads to serious threats to user pri-
vacy. Furthermore, all of this information on a user might be obtained
by miscreants through legal or illegal means: by simply crawling the
internet for public information, by buying it from those who collect it,
with or without user consent, or by stealing it as a consequence of a
compromise at a service provider or of a user’s account. Once it falls in
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the wrong hands, this information can also be leveraged for advanced
social engineering and phishing attacks.

2.2.6 Targeted Attacks

A large part of the underground economy of internet crime revolves around
attacks that ultimately aim to steal money from a user’s credit card or bank
account. More targeted attack, however, may be aimed at specific, high-
value individuals, or even at stealing from a company’s accounts. Further-
more, directly stealing money is not the only goal of targeted attacks. At-
tackers have infiltrated corporate networks, stealing data for political or
economic reasons (industrial espionage) or to disrupt an organization’s op-
erations. Recent events, such as the “Aurora” [13] attacks against Google
and other US companies, and the Stuxnet [9] worm that targeted Iran’s
uranium enrichment infrastructure, have highlighted the importance of un-
derstanding and defending against targeted attacks. These attacks are hard
to detect and defend against for a number of reasons. Of course, more so-
phisticated attacks that use custom malicious code and infrastructure and
rely on 0-day exploits are harder to defend against. However, targeted at-
tacks are also intrinsically more difficult to study, because the techniques we
use to collect data on malicious activity (such as honeypots, spamtraps, etc.)
do not capture such attacks, making it hard for researchers to obtain a re-
alistic understanding of these attacks as they are deployed in the wild. The
threat of targeted attacks is very varied and can cover a number of aspects:

* Private or government-sponsored attacks.

 Attacks against SCADA industrial control systems, that can bridge the
boundary between the digital and the physical worlds.

* Insider threats. When the adversary is a well-funded organization, the
risk of an insider becoming a willing or unwilling accomplice becomes
concrete.

* Risks of interconnection of networks with different security levels:
High security networks may be compromised because of their inter-
connections with less critical networks.

* Inside-outside border blurring. The old-fashioned security model where
there are clear boundaries between outside and inside the network is
now largely obsolete, making developing new security models a ne-
cessity. As soon as employees connect a laptop or mobile device to
a network, network administrators can no longer assume that threats
only come from outside (because the mobile device may have been
compromised while outside the network).
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CHAPTER 3. CURRENT AND EMERGING THREATS IN SMART
ENVIRONMENTS

The Smart Environment expert group met in Amsterdam, February 2011,
to identify and discuss new threats related to the area in question. As a seed
to the discussion, we used the threats identified in the EU/FP7 project FOR-
WARD, as well as a draft of a deliverable on low-capability devices. Even
though the main ideas in the text below are from the Amsterdam meeting,
we have also incorporated ideas from meetings with other experts, for ex-
ample representatives from the EU/FP7 project VIKING. It should be noted
that many of the FORWARD threats still hold, and for that reason this chap-
ter should be seen as an incremental update of the results presented in the
FORWARD whitebook based on current trends.

3.1 Background

In the Smart Environment expert group, we are concerned with low-capability
devices. However, there is a continuous range of such devices and what they
are capable of. For that reason, a threat and the corresponding mitigating
security mechanism may look very different depending on the type of device
and the environment it is located within. For example, for some RFID tags
we have a clear understanding of many of their vulnerabilities even though
we do not have solutions for the problems. Minor fraudulent data in a single
smart meter are not a major concern for an electricity company but rather
within the acceptable margin of loss. In this environment, attacks against
aggregate information are more severe.

Public key cryptography can be used by some devices, but not by others.
It is expected that some devices will increase their capabilities in the fu-
ture, but, as pointed out by the experts, certain parameters will not change
much over the next couple of years. For example, power management is of
paramount importance for sensor networks. In a couple of years, it is ex-
pected that new nodes will run on better hardware, using less power. This
will probably lead to more bits used for encryption, but power management
will still have a major influence on every piece of code running on the node.

As sensor networks are integrated more and more often into applications
that monitor restricted areas and play a critical role in maintaining security
and/or safety of facilities they will probably attract the interest of active at-
tackers that have an interest in making the sensor network report erroneous
information. Sensor networks have become part of the infrastructure that
controls traffic between borders of neighboring countries.

Mirroring the background of the experts, the discussion focused espe-
cially on low-capability devices, such as sensor networks, and environments
such as electricity networks with smart meters and SCADA systems, as well
as vehicular networks. The latter being environments which traditionally
have been physically and logically isolated but now are more widely in-
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terconnected. Also the implications of Stuxnet (see previous chapter) was
discussed.

For systems in the smart environment, many traditional security mecha-
nisms do not work, either because the underlying assumptions are not valid
(no patching possible) or because of more practical reasons (proprietary
protocols). Many of the problems identified in the FORWARD project are
still very much valid, but there are also new trends that will possibly lead to
new types of attacks as outlined below.

3.2 Security challenges in SCADA systems and the
smart grid

The expert group discussed the unique challenges to systems in the Smart
Environment group. The discussion focused on issues in the smart grid and
SCADA systems.

One of the underlying conflicting assumptions between the IT and the
electricity world is the updating frequency of both software and hardware.
For the former, we expect software to be updated frequently (compare Mi-
crosoft’s patch Tuesday) and hardware is replaced every couple of years. For
the latter, the hardware has a working life of 15-20 years. The systems are
seldom patched and they are often in an isolated area. Given that the life
cycles are so different, the question is how to design software that can work
well in these environments.

The cultures between the people working with IT contra the people
working with, for example, electricity networks are also different. For the
former, security permeates many design decisions. For the latter, they see
themselves as “engineers” and they do not consider themselves to work
with IT systems. Sometimes there is the idea that as long as encryption is
used, enough security is in place. However, the smart meters, for example,
have a regular web interface and it is expected that the built in server may
have similar vulnerabilities as to a regular web server. When one company
wanted to buy millions of smart meters with good security primitives, most
vendors did not have suitable products and even fewer could supply such a
large order. Some systems still use unencrypted communication, others are
shipped with a world-wide global password that cannot be changed. Even
though there are several vendors, most systems seem to run an old version
of Microsoft Windows, mirroring the development for regular operating sys-
tems (monoculture).

Another major problem is the use of proprietary protocols. TCP/IP is
used to a certain point, but then proprietary protocols are dominating. Even
though there are standards, there are proprietary extensions created by the
large vendors of SCADA systems. This in turn means that regular secu-
rity tools cannot easily be run on such networks but need to be specifically
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adapted to the new protocols. Currently, not many companies offer security
testing for SCADA systems.

An experience of running anti-virus products on a SCADA systems was
also discussed. It was reported that there were many false alarms, because
certain behavior deemed malicious by the tool was actually a legitimate
program. Many times, these systems are time critical and need to be run-
ning 24h/7 and they cannot crash. Unfortunately, a regular penetration test
within this environment will most likely crash RTUs, sometimes requiring a
manual reboot.

Even though possible security cannot increase the cost of a unit by much
due to the large deployment, many units that have already been deployed
lack even basic security primitives. A key challenge is to increase the secu-
rity, without redesigning the whole system and investing in new hardware.
Minor issues are not a problem, but attacks or fraudulent behavior should
not be allowed to propagate through the system or attack central points,
such as the SCADA system for power generation or the back office in the
headquarters. There is also a discussion on who owns the data in such net-
works (the electricity company or the consumer of electricity) and there are
many privacy issues related to smart meters, as they can be queried on an
individual basis.

Among the challenges, there may also be opportunities. It was discussed
that the profile of some of these devices would probably be more regular
than an ordinary computer, thus making it easier to deploy anomaly-based
or specification-based detection. It was also discussed how certain super-
units could be interspersed into the system to collect samples. These units
would have more capabilities than the regular units and be able to detect
and possibly mitigate attacks. Across Europe, test beds are also built by
industry so that researchers can investigate the system properties. It is be-
lieved that some attacks seen for regular computers will also be seen within
this environment, so experience from regular networks is important.

3.3 Threats

3.3.1 Accessibility

One major problem for smart environments may be the accessibility of the
devices themselves, be it either physically or logically. A device can, for
example, be physically unprotected as in the case of a traditional sensor net-
work where the nodes are in exposed or accessible areas, meaning that there
is no true insider / outsider; it is easy to throw in a new node. It is impor-
tant to avoid architectures with single point of failure properties. This im-
plies that the network as a whole, most likely on the more powerful nodes,
must be able to compensate for failures, attacks and compromised nodes. In
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the case of cell towers, there is more physical protection but such systems
are still sensitive. On the other end of the spectrum is the relatively well
protected server farm.

A device may also be logically accessible. Many systems in the smart
environment, such as SCADA systems or other industrial process control
systems, used to be isolated and thus built with certain underlying security
assumptions. For example, consider a vehicle. Vehicles have been isolated,
but this will begin to change in the next three to five years. Since vehicles
are safety critical systems, securing the connected car becomes a major chal-
lenge. The internal network of a car today consists of 50 to 100 computers
communicating over an internal network, a size similar to an ordinary of-
fice. Vehicles will also use multiple interfaces for communication, they will
use different protocols and third party applications will soon be offered. The
complexity of this problem warrants attention to security.

Researchers have already shown that it is possible to attack vehicles, for
example via the multimedia system in the car. This problem will become
even more serious when vehicles begin to communicate with the outside
world.

Many applications, such as remote diagnostics and software download
will be offered by the car vendors, and the demand for third party applica-
tions is also coming up. The need for a solid framework for security work is
therefore crucial. We especially see the need to

* create a framework for securing the internal network in vehicles,

* create a framework for communication (v2v, v2i) including Internet
communications, and

* define generic security models for different types of communicating
applications.

3.3.2 System Complexity

Many systems in the smart environment consist of small, not-so-capable but
numerous devices. There is thus a problem of scale. Humans cannot easily
control thousands of computers and much less so embedded sensors with
radios and processors. For that reason, detection and monitoring of these
devices have to be further automated so that the output is filtered and re-
duced. One challenge is that some of these devices are very cheap, and
security cannot cost much per device in a large deployment. As the number
of such devices that comprise an environment increases the probability of
faults or accidental events also increases. There is no user interface to many
of the devices and no central control or management point.
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3.3.3 Maintainability

One major challenge is maintainability of the system. For different reasons,
smart environment systems are costly to update. In the case of the smart
grid, the hardware investments made now are supposed to last at least 20
years. Updating the sensors for a toll road is also very expensive.

Even software upgrades can be costly if they have to be done manually
on the device. For that reason, several systems offer wireless reprogramming
to allow updates (as is the case for some smart meters). Even though such
a system is flexible, the updating feature can be turned into an attack. Even
simple commands can be turned into methods to disable a node, such as a
change of radio frequency for communication or a request to reboot.

3.3.4 More capable devices

As mentioned in the introduction, the capabilities of the devices will most
likely increase in the near term with more cores, using less battery. Even
though it means that better security primitives can be used, there may also
be an associated risk with this development. Today most nodes use carefully
hand-written code. With increased functionality, a higher level program-
ming will become possible, offering a simplified java, python or maybe even
a limited virtual machine. As seen with regular computers, such a develop-
ment may open up new vulnerabilities and should be carefully studied.

3.3.5 Network Layer Protocols and Services

Security is not something that can be added to an insecure system to be
able to withstand attacks. Security needs to be part of most protocols and
algorithms in the system. Otherwise the attacker can chose to attack the
unsecured parts. Therefore, it is important to have secure algorithms for
all the basic services that are needed in sensor networks. Such services
include: i) Routing Protocols, ii) Aggregation, iii) Localization, iv) Clock
Synchronization, v) Clustering, and vi) Key Management.

3.3.6 Ubiquitous Readers

We have already mentioned that the capabilities of the devices will increase
in the future. The processor technologies will improve, as well as the power,
so that the devices will be more powerful using less power. But also the radio
chips will be improved, providing more frequencies and more protocols to
a lesser price, many times capable of combining several frequencies and
protocols. Readers to a wide range of systems will thus become widely
available.

One recent development is the NFC (Near Field Communication) reader
and emitter on cell phones. With the phone, it is possible to read many
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things and maybe also to falsify information and create what would appear
to be false RFID tags. Attacks that before required specialized equipment
may soon be more prevalent and it is a development to carefully monitor.

3.3.7 Attacks against the non-ICT component

For many systems found in the smart environment, the ICT component is
just one part of the whole system. A sensor network is usually deployed to
measure physical properties such as temperature, air quality, or vibrations.
A smart meter measures voltage and power usage. It is probable that we
will see more attacks that either target the non-ICT component or target
both systems simultaneously. For example, false sensor data can be created
with a laser, directed radiation or chemical sprays. By changing the sensor
data, you may get the response you want from the system. In electricity
networks, the voltage can be changed in one node, affecting the logic of
others and, if done right, this may then propagate to a larger scale.
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CHAPTER 4. CURRENT AND EMERGING THREATS IN CYBERATTACKS

The threats presented in this chapter are the results of brainstorming and
discussion within the SysSec Project, within the SysSec Working Groups at
the first SysSec Working Group meeting in Amsterdam in February 2011, as
well as discussions with members of the Cyberattacks working group and
other experts in the area of Cybersecurity. The threats discussed in the re-
mainder of this section will have increasing impact in terms of security in
computing systems and networks in the following years.

4.1 Background

The focus of the Cyberattacks working group is to improve our understand-
ing in new and emerging types of cyberattacks, such as attacks on and by
mobile phones and other such highly-connected smart appliances, web at-
tacks, attacks on home and office automation devices, cross-domain attacks,
attacks on individual citizens as well as infrastructure, etc. It is also the goal
of the working group to advance the State-of-the-Art in the area of detection
and mitigation of such cyberattacks.

4.2 Threats

4.2.1 Web Services and Applications

The key value of the web, and the network in general, is the services de-
veloped, deployed and provided to end users. These services unfortunately
provide fertile ground for attackers to thrive, as inevitably, new services are
bound to have security flaws. The reason for this is twofold. Firstly, typi-
cally new software tends to be more vulnerable as all its quirks and bugs may
have not manifested during the testing phase. Secondly, there is tremendous
pressure and urgency in companies to push out new and appealing services
for end users, this leads to higher chances of security flaws creeping into the
software, as features take precedence over security.

This of course will have direct consequences on end user security as
we have come to depend on these online services in our daily lives. For
example, by compromising a news service, miscreants may spread misinfor-
mation which can have direct financial and social impact. By taking down
government web services relating to tax or other internal revenue, one will
cause major impact on a country’s economy. By infecting an online storage
service, individuals or organizations may lose important data stored online.

Also, the inverse types of attacks are possible. That is, miscreants can
use infected or otherwise compromised online services to attack all types of
end appliances. This has been traditionally possible against personal com-
puters, but as users start using their phones, tablets or other smart devices
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to synchronize their data with online sources, or download applications for
personal use, we expect these types of attacks to increase.

4.2.2 Privacy

Data “living” on the Internet are an invaluable source of information about
every conceivable topic. However, in recent years, data put on the Internet
have evolved from purely encyclopedic information about a variety of topics,
and simple user pages, to much more personal information. This trend has
been facilitated by the growth of social networking sites. A social network
is a social structure that is made up of nodes that represent individuals or
organizations. These nodes may be tied to each other by properties such
as friendship and general interests. As these online communities, such as
Facebook, MySpace, Orkut, Twitter, LinkedIn, and others, have been adopted
by Internet users, miscreants have started abusing them for a variety of
purposes, including stalking, identity theft, spamming, direct advertising,
spreading of malware, etc.

The reason such attacks are possible, is due to the nature of information
users upload to social networking sites. Users typically give their e-mail ad-
dress, where they went to school, what they studied, jobs they held, places
they lived, their relationship status, family information, their friends, hob-
bies, places they have visited, likes and dislikes, etc. There is really no limit
to the amount and detail of personal information users will upload. From
the attacker’s perspective this is fertile ground for learning about their vic-
tims. The e-mail addresses can be used for spamming, friend information
can be used for targeted attacks, and data about other habits can be used
for blackmailing.

The attacker can also correlate information from multiple social net-
working sites, along with other sites, such as blogs and online forums, to
really learn things about their potential victims. The more information they
hold, the more likely it becomes that they can somehow exploit their target.

4.2.3 Critical Infrastructures

The border between what we traditionally considered critical infrastructures
and the public Internet is quickly disappearing. Change is taking place in
both directions. That is, on one hand, critical infrastructures are becoming
more connected to the public network, on the other, ICT infrastructures are
becoming ever more necessary to our daily lives.

For example, one can think of the telephony network as a traditional
critical infrastructure, used by billions to communicate. However, what we
are witnessing is an ongoing migration towards VoIP services, effectively
eliminating the line between the telephony network and the data network.
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Recent work has shown how one can exploit VoIP services to attack emer-
gency service land lines [15].

The same applies for other technologies as well. For example we can
consider the case of data centers, and cloud computing infrastructures in
general. Such environments host numerous services used by thousands of
business and millions of users. This makes them ideal targets for attackers.
Taking down a cloud provider, or penetrating their infrastructure and steal-
ing or modifying data, can lead to serious disruptions, and possibly millions
of Euros of damages. Currently we are not trained to view or consider these
online services as critical infrastructure, in the same sense as we view the
electric power grid as critical infrastructure. We believe this must change,
and the sooner this happens the better we can prepare for possible future
attacks.

4.2.4 Smart, Mobile and Ubiquitous Appliances

We are currently witnessing the penetration of smart and mobile devices in
every facet of our society. Past scenarios about devices and sensors, static
and mobile, being deployed universally, are quickly becoming reality. These
devices have varying characteristics but their underlying common features
are: ever-increasing computational capabilities and continuous connectivity,
be it Ethernet, WiFi, GSM, 3G, Bluetooth, radio, or even infrared.

These devices take many forms, that may rarely remind us of the tra-
ditional personal computers we are so used to, but in reality they are very
much vulnerable to similar types of attack vectors, customized to each spe-
cific device. For example, medical appliances such as pacemakers, have
been shown to be vulnerable to attacks [10]. Such vulnerabilities may lead
to direct loss of life.

Attacks however, do not need to be directly threatening to human life
to be serious in nature. Smartphones are a case in point. Nowadays, our
phones hold a treasure of sensitive information; phone numbers of our fam-
ily, friends and colleagues, personal photos, financial data, passwords, vir-
tual cash, location information, etc. In some respect, our phones may be a
more valuable target to attackers than our personal computers or servers.

Malware taking over our phones, we believe, is a very real threat. One
possible source is malicious applications that the user installs without real-
izing its true intentions. As users are willing to download and run programs
from online sources on their smartphones, they become trained to accept
without thinking pretty much any request the application may make. For
example, access to the network, to storage, or even debug mode of the
phone. This leaves users vulnerable to software that may provide some
surface functionality, e.g. a game, and stealthily steal information in the
background.
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Exploiting such devices is often easy due to a number of factors, not
all applicable in all cases: limited computational power to run full fledged
security software like antivirus, firewalls, or intrusion detection systems,
dependency on battery power, so even if security software exists it may not
be practical to run, lacking security design, ease-of-use trumping security
requirements, easy physical access by attackers, etc.

4.2.5 Insiders

One of the often overlooked factors in cyberattacks is the malicious in-
sider [7]. Opportunists, disgruntled employees or even malicious plants
from competitors and adversaries, all pose tremendous challenges for ICT
security. Typically, organizations follow the model of forming a strong perime-
ter to repel attacks coming from the outside [27]. This is expected, as tra-
ditionally insiders are considered trusted by the mere attribute of already
being on the inside. Unfortunately this is not always the case. Employees
change position and move from one department to the other, new ones are
hired, some leave and never get their privileges revoked.

Insider attacks are more dangerous than attacks from outsiders, as in-
siders probably have easier and more direct access to the assets they aim
to compromise. Additionally, they may already know of the countermea-
sures put in place, or have other intelligence that will help them in their
goals. Furthermore, security mechanisms are typically tailored to counter
outsiders. These are placed at choke-points along the perimeter of an or-
ganization. Once inside, very little defenses are in place. To make matters
worse, insiders also have a lower chance of getting caught, since as we said,
defenses are along the perimeter, but also because we are trained to look to
the outside for malicious activities.

Once an insider goes rogue, they may sabotage the organization, for
example by modifying or deleting data, locking out computing systems and
networks, etc. In these cases, the malicious insider may be easier to detect
and track. In other cases, where the malicious insider has more long-term
goals, they may start stealing the organizations intellectual property. Such
attacks are harder to detect, and even if detected, an organization may not
be willing to admit such events.

Due to the above, it is imperative for organizations to form policies and
implement controls that monitor, detect and prevent access to sensitive re-
sources, irrespectively of who may be considered trusted or not.

4.2.6 Network Core Attacks

The core Internet infrastructure will continue to be under threat by miscre-
ants. The reason for this is that it is a high-value target. But not only that, it
is also an enabler of other, more complex, attacks. Obviously, these threats

WWW.Syssec-project.eu 33 September 6, 2011



CHAPTER 4. CURRENT AND EMERGING THREATS IN CYBERATTACKS

and attacks are not new, but as new devices and services are deployed, there
will be new opportunities for causing damage. For this reason, we expect to
continue seeing attacks such as: attacks on routers, attacks on DNS, Denial
of Service, etc.

An important thing to note is that as the Internet is quickly becoming a
unifier for all sorts of communication services, attacks on the core network
will inevitably have more impact. For example, people use the Internet as a
replacement for the traditional telephony network. This is not solely done by
individuals, entire telecommunication companies base their business model
of selling telephony services that run over the Internet, transparently to their
customers. Any disruption on the core Internet infrastructure will certainly
cause them great financial loss. It is also interesting to note that other in-
frastructure, for example wireless telephony networks are becoming part of
the core Internet infrastructures. The reason for this is that people rely on
their mobile phones to get access to the Internet. So, detecting and mitiga-
tion new attacks targeting the cellular network will become critical as this
merging of networks evolves.
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Introduction

In the second part of this document we try to distill the list of threats pre-
sented so far into two comprehensive attack scenarios. Each scenario is
represented by a short story that describes a hypothetical, but realistic, sit-
uation. The goal is to group together threats in different areas and explain
how an attacker can exploit a sequence of vulnerabilities to perpetuate his
malicious plan.

The choice of the two scenarios is based on their likelihood and on
the trends we observed in previous security incidents. Therefore, what
we present here is not something that could happen in a remote future,
but instead something that could potentially be observed in the wild either
nowadays or in a near to mid-term future.

The scenario itself is presented as a synthetic description of an event, or
a series of events, and actions for a certain time period in the future. Here
it should be noted that the method adopted to generate the scenarios is a
well-known practice adopted by the movie industry and theatre for enter-
tainment purposes. Generally, the practical implementation of the scenario
method in the planning process gives a possibility for building a “plausi-
ble future” by using experts’ opinion and/or statistical data trends [24].

What is important to
note are the different cre-
ative techniques and the
methods to extract and syn-
thesize the experts’ knowl-
edge. In particular, these
techniques mainly consist of
brainstorming sessions and
application of the Delphi method [11]. However, round table discussions,

Plausible Future
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role games, system analysis, and achieved results validation [24, 25] are
also common techniques to develop scenarios.

The approach which is adopted here is a simplified version of the plau-
sible future building that is applied in two steps: (i) brainstorming and
(ii) round table discussion combined with Delphi method for practical fast
threats and context definition and selection. It is important to note that this
methodological framework is one of the well-known best practices that are
currently utilized for future planning in the security area for very complex
problems, like the comprehensive approach operationalization, by both the
EU and NATO [8, 24].

Based on the results of our analysis, the last chapter of this part proposes
a number of research directions that need to be further investigated in the
near future. This list should serve as a roadmap to try to prevent or mitigate
the threats depicted in this document. As such, it targets the research topics
addressed by the SysSec project in Workpackages 5, 6, and 7, but it also
presents a broader picture that can be used by other researchers in the field
and by the entire stakeholder community of the SysSec project.
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CHAPTER 6. FIRST SCENARIO: THE BANK JOB

6.1 In a nutshell

A paranoid user John chooses a bank that sends confirmation codes about
John’s Internet banking transactions to his mobile phone—an out of band
signalling channel. The scheme seems secure, but still the attackers manage
to plunder John’s bank account.

6.2 The story

John worried about security. He used long, impossible to guess passwords
on all his machines. All his data was encrypted, and he made sure his fire-
wall and virus scanners were up-to-date. Even so, he only visited well-
known webpages operated by bona-fide organizations, and stayed away
from the Internet’s seedier sites. After all, he did not want to lie awake fret-
ting about whether his computer had been compromised. He had attended
too many SysSec meetings. He was slightly paranoid.

That is also how he had picked his bank. A rock solid bank with a rock
solid reputation. Not that it was old-fashioned. On the contrary, it offered
a wealth of choices for Internet banking. It was just that it made sure that
all transactions were secure. In fact, the bank was almost as paranoid as he
was—it did not even trust John’s own machine.

The security was solid: all data communication was encrypted with a
strong encryption scheme. But it did not stop there. Besides all the usual In-
ternet banking protection schemes, this bank also dealt with the unlikely
event that his computer was compromised. Every time he performed a
transaction, the bank would send a message to his mobile phone with a
summary of the transaction and a code to confirm the transaction. SMS se-
curity. Whatever attackers did with his PC, they could not see what was on
the smart phone’s screen.

And it was no inconvenience, really. John had his smartphone with him
at all times. He used it as a portable photo book, a calendar, a browser,
and so on. Not that he would trust it completely. He knew full well that he
could lose the phone and he really did not want to lose the data. No, John
was savvy enough to synch his phone every night. Making sure all data was
backed up. He took security seriously.

So the interaction was safe and convenient also. John trusted the bank
and used the service happily for a long time. He only stopped after his
account had been emptied by a sophisticated Cyber attack.

6.3 Explanation

The security scheme with an out-of-band signalling channel is fairly power-
ful, but there is no security guarantee. In this case, the seemingly reasonable
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assumption that attackers cannot ‘see’ the phone’s display was wrong. The
assumption that staying away from websites with bad reputation will keep
you safe is also wrong.

What happened? The key thing is that the attackers compromised both
John’s phone and his computer. While this sounds hard, there are many
ways to do it. We discuss three.

Infect the phone via the computer After visiting a legitimate website,
the browser on John’s PC was infected by a drive by download. Legitimate
websites are not always secure websites. Often they provide a forum or
message board where users can post comments and questions and interact
with each other. If the website does not properly sanitize the ‘comments’,
attackers can embed anything they want in these fields, including malicious
scripts that subsequently load content to exploit the browser—a drive-by-
download.

The drive-by-download was not enough. The attackers were after John’s
savings. To obtain access to his account, they needed access to his phone.
However, this was easier than it sounds. Traditionally, phones functioned
well as out of band signalling channels. Nowadays, however, they do not
do quite so well: smart phones typically synchronize regularly with a user’s
computer(s).

Using privilege escalation, the attackers compromised the interaction be-
tween the phone and John’s machine. From there on, it was straightforward
to compromise the phone to obtain access to the software that displayed the
transaction and the code. For instance, Android phones allow full access to
a phone by means of a debugging interface that permits attackers to install
or modify software. If needed, they could even ‘root’ the phone. Apple’s
iPhones have similar functionality.

This is not science fiction either. The Zeus banking Trojan, which targets
Windows-based computers, is already used to target victims’ mobile phones
too!. The new variant of Zeus SymbOS/Zitmo may be used to intercept
confirmation text messages that the bank sends to John’s phone during his
online banking activities, allowing criminals to thwart the bank’s two-factor
SMS authentication and approve transactions without the victim knowing it.
The scheme used by Zeus is a bit more messy than that of the scenario de-
scribed above, but still effective: the compromised browser simply prompts
users for their phone numbers and phone model. It then uses that informa-
tion to send a text message to the victim that contains a link to a version of
the malware written for that mobile platform. It is more messy because of
the additional steps and the need for user involvement, but otherwise the
scheme is comparable.

'http://news.cnet.com/8301-27080_3-20017762-245.html
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Infect the computer via the phone The attacker can achieve the same
effect by starting from the phone. Again, John is the victim of a drive-by-
download that compromises his phone. This may well be easier, since the
phone runs code that is as vulnerable as that on the PC, but without virus
scanners and other security checks. The malware on the phone should now
find ways to compromise the PC.

Fortunately (for the attacker), the phone interacts with very complex
software stacks on the PC. For instance, when John’s phone synchronizes
with the computer, his contacts and calendar entries are transferred between
the phone and a program like Outlook. Similar things hold for the pictures
on John’s phone. The software stacks are complex and vulnerable—witness
the many exploits against programs like Outlook in the past. A buffer over-
flow or similar exploit against these programs provides the attackers with a
foot hold on the PC. From there, they can escalate privileges to take over
the browser.

Infect the computer or the phone via the cloud Finally, attackers can
use the cloud to compromise either the phone, or the computer, or both.
Users frequently interact between their phones and computers using cloud
services. Services like Dropbox?, for instance, are available for both types
of devices. But an even simpler example may be the well-known email
attachment.

A compromised phone could modify an email attachment or drop box
file to cause a compromise on the computer. Alternatively, the computer
could compromise the phone. Either way, the attacker achieves the goal of
compromising both devices involved in the transaction.

6.4 Final remarks

Using either of the three methods, the attackers control all parts needed to
steal John’s money. The concrete threat we have to deal with is that a single
attack may well infect more than one device, if doing so is worthwhile (in
financial terms, or otherwise).

Incidentally, the scenario also demonstrates an unfortunate side-effect of
security measures: people may start trusting them blindly. John trusted the
bank. Due to the solid security measures, he was not worried about Internet
banking and may not have kept an eye on all transactions. Otherwise he
may have spotted the rogue behavior earlier, before he actually realized
that his bank account was emptied.

https://www.dropbox.com/android
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CHAPTER 7. SECOND SCENARIO: THE PECCADILLO

In this scenario, we describe how organized crime possibly could take
over a number of smart meters in several countries. In the scenario we as-
sume that the meters have vulnerabilities but that these cannot be exploited
remotely. The criminal group in question does not have the resources to
infect the meters themselves, so they trick the owners of houses and apart-
ments to install the malware for them by using a Trojan that promises to
reduce the energy bill for the consumer.

7.1 The Story

Abigail is an average user of computers and internet technologies. She has
a laptop and an iPhone, making it convenient for her to browse the web
and check for emails. Even though not a security expert, she is well aware
of the common well-communicated threats that come with computers, such
as viruses, worms, diverse email offers for fraudulent services and the like.
Accordingly, she tries to protect personal data and important credentials for
her accounts to the best of her knowledge. As a result, she is pretty safe from
phishing attacks, Nigerian scams and even most browser-based infections.
In her understanding, internet connectivity is the culprit when it comes to
those threats. Therefore, she takes at least some precautions when dealing
with connected devices like her laptop or her smartphone.

Abigail is currently living in an apartment, where each household uses
smart metering to provide additional information including power consump-
tion, average usage, and peak information to the end user. In her extensive
browsing sessions she stumbled upon the following interesting forum-entry.

Yeah, i know, and the prices for electricity here are just
insane....

Uh, yeah but that can be helped. On http://hidemypower.to they
offer firmware mods for almost every smart meter currently in
use. You just toss it on an SD card, plug it in, reset the
device and that’s it. It modifies the counter or something, so
only 85% of your actually used electricity is reported to the
device. Worked great for me, and i can buy stuff with the
spare money *g*. The best thing is: The company will never
know, cause they have no way to monitor if the meter has a
jailbreak installed or not.

And that got Abigail thinking. It sounded quite reasonable and the in-
stallation procedure sounded fairly straight-forward. Besides, the term ”jail-
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break” had a nice ring to her. She didn’t want her smart meter to be re-
stricted. As she had managed to jailbreak her iPhone, she could certainly
give it a shot with the smart meter. From a morality perspective she was
not even particularly troubled. In the end, everyone is doing it, right? And
there should not be any direct consequences as her smart meter was not con-
nected to her Internet. After some consideration, she decided to go through
with it.

The installation procedure was fairly simple and it could easily be done
with the memory card of her digital camera. After flashing a short ENJOY
on the display of the smart meter, everything went back to normal and Abi-
gail even wondered if there was actually a difference compared to the state
before. But her next energy bill proved that it actually worked. Little did
she suspect that the newly installed firmware gave full control of the smart
meter to a criminal network, including the power of cutting her electricity
at will.

About twelve months after her installation procedure, something strange
happened. Her fridge and her heat-pump, both connected directly to the
smart meter to save energy, turned off at exactly the same time. While not
very suspicious, this was the first time the devices seemed to act in the same
manner. Curiously, a complete power outage followed only seconds after
the incident. It lasted for more than an hour and as far as Abigail could
tell, the whole block was affected. Finally, the power came back on and
when she zapped through the news, she heard reports of a well-coordinated
cyberattack which was apparently responsible for the power outage. Well,
stranger things have happened lately, but she really thought the government
should do something about it.

7.2 Explanation

What actually happens in the scenario is a characteristic case of backdoor
functionality integrated in a piece of useful software. The firmware Abigail
flashes to her smart meter does not only modify the reported ticks from the
internal D/A Converter responsible for measuring the consumed power, but
it also creates a backdoor through which the smart meter can be remotely
controlled. Just like a bot-infected machine in a normal environment, the
backdoor has no noticeable effect on the usual behavior of the infected de-
vice.

Abigail’s assumption that the smart meter is not connected to a network
is only partially correct. While the device is not connected to her personal
network, the company monitoring their devices certainly needs the means
to remotely access their devices. Smart meters today often consist of the
traditional metering module, but also a processing unit and a communica-
tion unit to collect and then communicate the customer’s usage to the utility
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company. How this uplink is implemented is not described in the scenario
and in reality it strongly depends on the device itself which protocol or tech-
nology is used. Possibilities range from full-blown ethernet connections over
power line communication (PLC) to wireless technologies like 3G and GPRS.

As with any complex device, there are often vulnerabilities that can be
exploited by an attacker. For example, Davis gave a presentation at Black-
hat 2009 [6], where he discussed the insufficient hardware in the meters to
ensure adequate protection. In his example, he showed how a smart meter
could be hacked and then how, by using self-replicating code, a larger por-
tion of the network could be compromised. In this scenario, we are more
restrictive and only assume a meter can be exploited if one has physical ac-
cess to it. In Figure 7.1 we show a modern smart meter that also includes
a slot for a memory card. In the scenario, inserting a specially-prepared SD
card into the smart meter, triggers and exploits a vulnerability in the file
system code.

To lure users to install the malicious code, the criminal group copied a
common technique used for traditional malware by hiding the malware in
a beneficial cloak. They used people’s greed to trick them into installing the
malware, unfortunately a plausible scenario knowing the human mind.

In reality, the attack depends on three main factors to be possible:

1. The smart meter coverage of the concerned country. Even through-
out the European Union there are large differences in smart-meter
coverage. Austria, for instance, uses good old polyphase meters while
Sweden and Italy provide almost completed smart-meter coverage
even for private households. Still, plans are such that most EU coun-
tries target complete smart meter coverage by the end of 2020.

2. The capabilities of the metering device. Most smart meter vendors
are under the pressure to provide a huge variety of connectivity pos-
sibilities to make sure every demand of the utility company can be
met. In the end, getting the assignment to supply each and every na-
tionwide household with such devices is a multi-million Euro commis-
sion. Figure 7.1, for instance, shows a smart meter which was opened
for testing purposes. Besides USB, ethernet and serial ports, it also
comes with an SD card slot (marked red) to provide all possible in-
terfaces in case they are requested. Using them for malicious purpose
is just a question of finding the right vulnerability. There exists work
to secure the meter, such as controling the installed firmware [20],
but the meters are relatively cost-sensitive and often no mechanism
apart from simple passwords and cryptographic communication chan-
nels are used.

3. The user’s dedication. Fraudulently modifying electricity meters to
report smaller consumed amounts has always been of interest to some
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Table 7.1: The layout of a modern smart meter.
230 - ,: S

customers. Actually, there are even instruction videos how this can
be done with a traditional meter using magnets.! The only difference
with smart meters is that it needs the right piece of software for the
modification instead of the right magnet. McLaughlin et al. [22] fur-
ther describe the means how energy theft could happen.

Complicating the attack is also the fact that many smart meters are built
to be tamper proof, and some even send alarms to the utility company if the
container is breached. These alarms, however, are often ignored in practice
as it is costly to send out an operator to check the meter manually. As soon
as the new firmware is installed on the meter, the alarms can also be reset.

With a large number of meters compromised, the final element of the
scenario can then be executed. With the malware in place and the con-
nectivity of the meters, the malware author has a botnet of decent size at
hand. Having control of the smart meter means having control of the on/off-
switch of the meter itself [1], and in the future maybe even the control of
individual appliances in the home. If the meter controls appliances, the util-
ity company can change their users’ background energy usage as needed,
thus flattening possible power peaks that would otherwise have a negative
impact on the network. As a compensation, the utility company can grant
lower prices for their customer. A win-win situation one would think.

But not if a botmaster controls a large portion of these devices. The grid
is relatively fragile, in the sense that some minor disturbance can cascade
and cause major interruptions [29], where the Northeast Blackout in the
U.S. in 2003 is an example [14]. In this scenario, the bot master decided to
switch off all controlled devices at the same time. As a result, the supplying
power grid experienced a surge, which in turn was handled by shutting

'http://www.metacafe.com/watch/4659119/electric_meter_hack_how_to_
cut_your_electricity_bill_in_half/
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down the effected clusters, forcing the neighboring clusters to handle the
additional load and resulting in a cascading failure.

Most likely, the botmaster needs to control quite a number of smart me-
ters to have a significant effect but he can also infiltrate higher-level devices,
starting from the concentrator which manages multiple such smart meters
up to the management PCs responsible for actually administrating the power
grid. Liu et al [21] discuss how false measurements can influence state es-
timation algorithms used in the core of the grid to possibly lead to large
blackouts. Even though values from the smart meters are mostly used for
billing purposes today, there are discussions about extending their use which
may influence also the energy production systems. The consequences of the
loss of power have been documented elsewhere [17, 18].

All through the scenario, our victim Abigail is not even aware of her
contribution even though she was partially responsible for it.

7.3 Final remarks

In this scenario, a criminal group takes control over a number of smart me-
ters in several countries by tricking users to install a Trojan on their devices.
The group creates an advanced malware, disguised as software that could
decrease the electricity bill, that will take control over the smart meter.

Smart environments are gaining popularity from day to day. It is just a
matter of time until ordinary households are part of a well-connected grid
that ensures transparent and hopefully secure supply of essentials such as
electricity, gas or water. History has shown that when a technological system
is handed to millions of users, it is only a matter of time before it gets
compromised. This assumption was true for gaming consoles (Wii, XBox,
PS3) or smartphones (iPhone, iPad) and it will also hold true for smart
meters where even more can be gained. Securing these devices completely
will never be possible, but we should at least invest some effort to raise the
bar high enough to make them less attractive targets.
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CHAPTER 8. RESEARCH ROADMAP

8.1 Introduction

One of the main activities of the SysSec project consists of defining and up-
dating a yearly roadmap of research areas that need to be addressed in order
to mitigate the threats identified by each Working Group. The roadmap will
serve the twofold objective of driving the research conducted by the SysSec’s
partners in WP5, WP6, and WP7 and of serving as a guideline for other re-
searchers in the field of system security.

In the previous chapters of this deliverable, we presented a list of up-
coming threads, grouped in the area of Malware and Fraud, Smart Environ-
ments, and Cyberattacks. However, as we pointed out in the two compre-
hensive scenarios presented in Chapters 6 and Chapter 7, many threats are
interconnected to each other and are common between different research
topics. The role of this chapter, and therefore of the research roadmap, is
to analyze the current status of each threat and the research that needs to
be done to mitigate it. Based on the result of our analysis, we can then
group the threats together in a number of research areas according to their

priority.

Roadmap Definition Process

The collaboration with external experts, both through the project’s mailing
list and the participation to the face-to-face meeting in Amsterdam, helped
us to achieve a more general and precise view of which areas of system
security need to be better investigated in the close future. One of the out-
comes of the meeting (see the Appendix for more details) is the result of
the brainstorming activity we conducted to identify the main “forces” that
are responsible for changing the IT world, and that therefore can give us a
possible direction toward which we need to focus our effort. The result of
the brainstorming can be summarized by few, important keywords: mobil-
ity, increasing lack of privacy, 24/7 connectivity, and cloud computing. The
starting point for the meeting discussion was the White Book published at
the end of the Forward Project [5]. The document contained a number of
recommendations for future research based on the likelihood and severity
of a number of identified upcoming threats. The main difference between
the result of the white book and the content of this chapter is in the scope
of the document.

The White Book was written to be a comprehensive overview of all pos-
sible upcoming threats, grouped in eight categories and ranked based on
four different aspects: impact, likelihood, obliviousness, and R&D needs.
The SysSec yearly roadmap aim instead at being a more focused document,
in which we review the current state of the threats identified in the past to
update the research workplan for the upcoming years.
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In addition to the White Book, we refined our roadmap by taking into
account the content of similar roadmaps and strategic documents recently
published in Europe and in the United States (a more comprehensive overview
of such previous work is presented in Chapter 9).

In the rest of this chapter we summarize the key themes we identified
and we propose a roadmap developed around five “horizontal” areas: pri-
vacy, targeted attacks, mobility, emerging technologies, and usable security.

8.2 Privacy - Bring Back to the User the Control of
His Data

More and more personal information about an increasing number of users
will be stored online in the near future. Social networking sites are a very
well known example of this trend, but, unfortunately, they are just the tip
of the iceberg of a much larger phenomenon. File hosting services, cloud
computing, back-up solutions, medical databases, and web emails are other
examples of services that store personal information outside the direct con-
trol of the users.

Such a large amount of information requires to be carefully protected
and regulated in order to preserve the citizens’ privacy. However, what we
noticed from a number of severe incidents recently reported in the news,
is that privacy is NOT just about encryption. Cryptography is indeed a fun-
damental basic block for every system that aims at preserving the user’s
privacy. However, as many recent attacks have demonstrated, criminals are
often able to compromise the privacy of millions of users without breaking
any data or protocol encryption. Therefore, we believe that it is very impor-
tant to invest in the system research aspects related to the users’ privacy.

Recommendations and Research Directions:

Researchers should investigate how to protect users against so-
phisticated attacks that aim at disclosing their personal informa-
tion. For example, it is important to promptly detect function-
alities that can be abused to correlate data available in public
records and de-anonymize user accounts in many online ser-
vices.

8.3 Targeted Attacks - The Needle in a Haystack

The recent Stuxnet incident has been an eyeopener regarding the possible
impact of advanced, targeted attacks that can be performed by sophisti-
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cated actors with significant resources at their disposal.! The attack clearly
showed how our current defense tools, policies, and infrastructures failed in
front of a threat that was designed to focus against a specific target instead
of blindly targeting the entire community.

Malicious hardware, as discussed in Chapter 2, can also be used as a very
subtle vector to perform extremely hard to detect attacks against critical
infrastructure, large corporation, and government organizations. However,
targeted attacks do not necessarily need to be extremely sophisticated and,
in their simpler form, can pose a very serious threat also against normal
users. Targeted spam, for example, is extremely effective in phishing users
credentials. Also ad-hoc banking trojans could be developed in the near
future to avoid detection by targeting only a restricted group of individuals.

In addition, we believe there is a serious risk that attackers will soon start
developing automated techniques to customize attacks based on private user
information and aggregated data collected from multiple online sources.

Recommendations and Research Directions:

We believe it is very important for researcher to develop new
techniques to collect and analyze data associated to targeted at-
tacks. The lack of available datasets, in addition to the limitation
of the traditional analysis and protection techniques, is one of
the current weak point of the war against malware. In this area,
the problem is often to find the needle of the targeted attack in
the haystack of the traditional attacks perpetuated every day on
the Internet.

In addition, researchers should also focus on new defense ap-
proaches that takes into account alternative factors (such as mon-
etization), and large scale prevention and mitigation (e.g., at the
Internet Service Providers (ISP) level).

8.4 Security of New and Emerging Technologies

Analyzing and securing emerging technologies has always been a core ob-
jective in the area of system security. Unfortunately, it is often the case that
new services and new devices are released before the research community
had a chance of studying their security implications.

In the near future, we can identify four topics, in the area of new and
emerging technologies, that need to be studied from a security point of view:

Cloud Computing - The Cloud is quickly changing the way companies run
their business. Servers can be quickly launched and shut down via ap-

'http://en.wikipedia.org/wiki/Stuxnet
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plication programming interfaces, offering the user a greater flexibility
compared to traditional server rooms.

From a system security perspective, there are a number of aspects that
are specific to cloud computing. For instance, the impact of “insider
threats”, the issues related to privacy and “data management”, and the
attacks against the “virtualization” infrastructure.

Online Social Networks - As these online communities, such as Facebook,
MySpace, Orkut, Tweeter, LinkedIn, and others, have been adopted
by millions of Internet users, miscreants have started abusing them
for a variety of purposes, including stalking, identity theft, spamming,
direct advertising, spreading of malware, etc. Monitoring and securing
social networks is therefore very important to protect the users from a
large spectrum of attacks.

Smart Meters - This new class of devices is a clear example of a new tech-
nology that has been rapidly deployed without the required security
protection mechanisms. Studying and fixing this devices should there-
fore be one of the goal of system security researchers.

SCADA Networks - Even though SCADA is not exactly a new technology,
these devices were initially designed to be isolated and thus built
with certain underlying security assumptions. Since now many indus-
trial process control systems became reachable from the outside (even
when, as shown by Stuxnet, the attacker has to cross an “airgap”), the
security of these network has become an important priority.

Recommendations and Research Directions:

Security new and emerging technologies before it is too late is
one of the main priority of the system security area. In this di-
rection, it is important to sponsor activities and collaboration
between academia and the industrial vendors to maximize the
impact of the research and reduce the time required for the anal-
ysis and the experiments.

8.5 Mobility

We are currently witnessing the penetration of mobile devices in every facet
of our society. This devices have varying characteristics but their underly-
ing common features are: ever-increasing computational capabilities and
continuous connectivity, be it Ethernet, WiFi, GSM, 3G, Bluetooth, radio, or
even infrared.
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Exploiting such devices is often easy due to a number of factors, not
all applicable in all cases: limited computational power to run full fledged
security software like antivirus, firewalls, or intrusion detection systems,
dependency on battery power, so even if security software exists it may not
be practical to run, lacking security design, ease-of-use trumping security
requirements, easy physical access by attackers, etc.

Recommendations and Research Directions:

We believe it is very important to focus our research toward the
security of mobile phones. In particular, we need new tools and
techniques that can be deployed to the current smartphone sys-
tems to detect and prevent attacks against the device and its
applications.

8.6 Usable Security - Focusing on the Weakest Link

The importance of human factors was one of the main point that emerged
from the brainstorming activity between the member of the consortium and
the international experts.

On one side, the engineers that design new devices often do not consider
themselves to work with IT systems and therefore do not care or do not
know about computer security issues. On the other side, several end users
would just give permissions and click on every link or button to reach their
goal (often as simple as playing a game on their mobile phone).

This is a very important, and difficult to solve, problem. The impact of
new defense techniques greatly depends on the assumption made on the
final users and on their involvement in the security process.

Recommendations and Research Directions:

We believe that a study of the usability of security countermea-
sures is very important and it will become even more critical in
the future. If we want to progress in this direction, we need in-
terdisciplinary efforts that bring together experts from different
fields (engineering, system security, psychology, ...).

8.7 Conclusions

In this chapter we presented a short roadmap for the research in the system
security area. This document will serve as a guideline for the work of the
three technical project’s workpackages, as well as for other researchers in
the fields. Our roadmap can be summarized in five topics:
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1. System security aspects of privacy
2. Collection, detection, and prevention of targeted attacks

3. Security of emerging technologies, in particular the Cloud, online so-
cial networks, and the devices adopted in the critical infrastructures

4. Security of mobile devices
5. Usable security

It is important to remember that this roadmap does not intend to be a
comprehensive document covering all aspects of system security. Instead,
we wanted to present a focused overview of the most important aspects that
need to be addressed in the future. We will then update this document every
year, monitoring changes in the threat landscape and promptly reacting to
new, emerging, attacks.
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CHAPTER 9. RELATED WORK

In this chapter, we will review previous roadmaps (and similar strategic
documents) in the area of Cyber Security. We will first focus on roadmaps
which have been developed during the recent years in Europe and, then, we
will focus on roadmaps which have been developed in the US.

9.1 Europe

9.1.1 The FORWARD Project

During 2008 and 2009, the FORWARD
project, supported by the European Com-
mission, established working groups (i) to
discuss best practices, progress and prior-
ities, (ii) set the research agendas to be
pursued in Europe and (iii) identify pos-
sible new research areas and threats that
need to be addressed!. The main result of
the project, the FORWARD Whitebook, con-
tained detailed and concrete scenarios of
how adversaries can leverage the emerging
threats identified by the FORWARD project
working groups to carry out their malicious
actions [5].

These scenarios illustrated future dan-
gers and provided arguments to policy
makers that are needed to support research

SEVENTH FRAMEWORK PROGRAMME

forward”

Managing Emerging Threats in CT Infrastructures

. Deliverable D3 1;
White book: Emerging ICT threats

in critical areas. The main research areas identified by FORWARD were

grouped into several categories:

* Networking. This area includes (i) attacks against the infrastructure

of the Internet, such as against routers and routing algorithms, (ii)
denial of service attacks where strategic links or essential backbone
nodes are taken out of service, and (iii) wire-tapping attacks where
the confidentiality or integrity of traffic is compromised, both on wired
and wireless links. In addition to attacks against the Internet infras-
tructure, attacks may also be directed against end devices including
(i) denial of service attacks against servers on the Internet, for exam-
ple, by exploiting known vulnerabilities in applications or systems, (ii)
distributed denial of service attacks, where the Internet infrastructure
and the large number of unprotected nodes on the Internet are used to
drown selected sites in traffic, and (iii) improper design or improper
use of the services that the Internet offers, for example, the design

http://www.ict-forward.eu/
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of mission-critical systems that are accessible from the Internet and
possibly in-turn also depend on its services.

* Hardware and Virtualization. This is probably the lowest level in the
systems hierarchy where attackers may choose to operate. Although
these attacks are usually difficult to deploy, they can remain stealthy
for quite some time and thus be very effective. Such attacks may in-
clude (i) malicious hardware, and (ii) attacks within the cloud.

* Weak Devices. Capitalizing on their small size and power require-
ments, such devices have recently enjoyed widespread deployment in
the form of lightweight sensors, and RFID. Their deployment in the
wild, and their mostly wireless communication abilities make them
vulnerable to a wide variety of attacks including (i) information snoop-
ing, (ii) inserting false or misleading information, (iii) jamming radio
channels, (iv) making nodes run out of battery by never letting them
sleep, (v) giving the impression of phantom nodes that do not exist,
(vi) giving the impression of connectivity that does not exist, and (vii)
making messages go through an attacking node that can selectively
drop messages from the system. Mobile phones (and PDAs) also fall
under this category of weak devices, and can also be a target for at-
tacks including (i) mobile malware, (ii) eavesdropping, and (iii) DoS
Attacks.

* Complexity. Over the past years we have been building increasingly
complex systems which, by definition, are more prone to errors and at-
tacks. Since these systems are difficult, if not impossible, to accurately
model, they are challenging to test and may lead to several threats in-
cluding: (i) unforeseen cascading effects, (ii) large-scale deployment
of any attack, (iii) vulnerable system parts due to incomplete system
maintenance, (iv) dormant functionality hidden in a program, and (v)
race conditions and bugs due to multi-threaded/parallel nature of ap-
plications.

e Data Manipulation: more people, more data, more value. As more
people use the Internet, and as more organizations collect and store
data on-line, we are bound to see an increasing number of attacks
against (or based on) these data. The attacks may target several di-
mensions including: (i) erosion of privacy due to ubiquitous sensors,
(ii) false sensor data due to fabrication or falsification, (iii) data leaked
from social networks, and (iv) data gathered from (or for) on-line
games.

e Attack Infrastructure. To launch large-scale attacks, several adver-
saries develop and deploy distributed offensive platforms (such as bot-
nets), which serve as underground economy support structures serv-
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ing (and operating on) advanced malware designed to evade detection
and resist capture.

* Human Factors. Humans are usually the weakest link the security of
several systems. Either as insider threats, or as end users, they may
be the key element in the success of a cyber attack. Humans interact
with security in several aspects including (i) user interfaces, which
clearly convey a security (or lack thereof) to the user, (ii) insiders, who
may have the access mechanisms needed to compromise a system, (iii)
social engineering using all forms of communication, such as email,
VoIP phones, and Instant Messaging Systems, and (iv) targeted attacks
to individuals or groups of people.

* Insufficient Security Requirements. Some systems, such as legacy
systems (sometime deployed even before the deployment of the com-
mercial Internet), may have security requirements which are not ade-
quate for the current time and scale.
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9.1.2 The Riseptis Report

RISEPTIS, a high-
level advisory body
in ICT research on
security and trust,

was formed by the e.gprivacy | riv;
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security and trust in
the Information So-
ciety [23]. It did so
by formulating rec-
ommendations on: (i) Policy environment and (ii) Research Agenda. Their
recommendations, also knows as “The RISEPTIS Report” identifies four ma-
jor areas in their Research Agenda:

* Security in (heterogeneous) networked, service and computing environ-
ments, including a trustworthy Future Internet

e Trust, Privacy and Identity management frameworks, including issues
of meta-level standards and of security assurances compatible with IT
interoperability

* Engineering principles and architectures for trust, privacy, transparency
and accountability, including metrics and enabling technologies (e.g. cryp-
tography)

* Data and policy governance and related socio-economic aspects, includ-
ing liability, compensation and multi-polarity in governance and its man-
agement

http://www.think-trust.eu
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9.1.3 The INCO-Trust Report
INCO-TRUST, a Co-

ordination Action project,

supported in part by 5 R lat e d
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infrastructures. Its

goals are (i) to promote collaboration and partnerships between researchers
from the developed countries and (ii) to leverage and harmonize efforts on
the respective sides related to the building and maintenance of large-scale
trustworthy ICT systems and infrastructures and the services they deliver.
INCO-Trust produced a final report where it suggested several recommen-
dations for research collaborations including:

International alignment: preparation of policy frameworks to enable
global collaboration and interoperability

Variety: cooperation on topics related to security and diversity.
Scalability: cooperation on topics related to security and complexity
Reciprocity: cooperation on topics related to security and interoperability
Secrecy: cooperation on the issues of digital sovereignty and dignity
Negotiation: cooperation on the theme of security and trust

Security expertise: cooperation on topics related to security and techno-
logical challenges of security

Protection: cooperation on topics related to security and cyber-defense
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9.1.4 The EffectsPlus Project

The EFFECTSPLUS
project has started
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several research chal-
lenges in the area of
Trust and Security including: (i) Enabling Users To Better Understand And
Control Security, (ii) Helping Businesses To Assess And Make Decisions About
Risk, (iii) Designing Adequate Tools For Building Secure Systems, (iv) Devel-
oping And Deploying Suitable Security Metrics, (v) Assurance, (vi) Express-
ing And Enforcing Security Policies, (vii) Identity, (viii) Cloud Computing,
(ix) Achieving Transparency, (x) Dealing With Privacy Issues, (xi) Building
and Composing Services, (xii) Developing Models For Prediction / Anticipa-
tion, (xiii) Building Systems That Are Resilient, (xiv) Handling Socio-Economic
Change, (xv) Improving Risk Assessment, (xvi) Handling Systems Issues, (xvii)
Guaranteeing Availability, and (xviii) Coping With The Deluge Of Devices.
After identifying
the (research) chal-
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1 1 ..4 on51 eration
went on to identify v Blegtfgl i uSOft 2 Cooperation 9
c::

approaches and po- v Methodsg & 3 Privacy Aware Developmentslmproved

tential solutions to Spec1fy1ngo’¥§:gﬁf§g ok ZA‘;E%;‘;%;S@CUI' ltyMOdels
tackle the trust and F m&;%;%gg;i Acc‘f{{‘éﬁ‘ﬁiﬁonﬁ Assarance

security challenges

for the Future Inter- Development
net. These solutions

include: (i) Better

Languages And Tools For Specifying Secure Software, (ii) Improved Assurance
Methods, (iii) Privacy-Aware Software Development, (iv) Cooperation On Is-
sues Of National Security, (v) Development Of Universally Acceptable Digital
Identifiers, (vi) Development Of Rich And Expressive Security Models, (vii) De-
velopment Of Tools For Tracking Data, (viii) Enhancement Of Legislation To
Accommodate Technological Developments, (ix) Education Of Citizens, (x) Re-
search And Investment In Security Tools And Technology, and (xi) Considera-

tion Of Novel, Radical Approaches.
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9.1.5 The Digital Agenda Communication

Recently, the Eu-
ropean Commission g 2
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Europe” [4]. In this asedPl;esentu climt) er?itffrﬁamn
market peither 4o § .S brother
report, the Com- Soliver 82 overall

mission states that 3
“the overall aim of m
the Digital Agenda is

to deliver sustainable

economic and social benefits from a digital single market based on fast and ul-
tra fast internet and interoperable applications” and that “Europeans will not
embrace technology they do not trust - the digital age is neither ‘big brother’
nor ‘cyber wild west”. Although the report focuses more on policy issues
and less on the research problems, it still gives an indication of important
directions for the future. These directions include:

* Present measures, including legislative initiatives, to combat cyber at-
tacks against information systems by 2010, and related rules on juris-
diction in cyberspace at European and international levels by 2013

* Present in 2010 measures aiming at a reinforced and high level Net-
work and Information Security Policy, including legislative initiatives
such as a modernized European Network and Information Security
Agency (ENISA), and measures allowing faster reactions in the event
of cyber attacks, including a CERT for the EU institutions.
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9.1.6 Future Internet Assembly Research Roadmap

The Future Inter-
net Assembly has

cation

z
X &
recently created a — QLanguageé d 35 Ay ”Fg
i - & on51 eration & cceptable
roadmap which cap v Bfgtfgl i uSOft 9 Cooperation 3
tures the ideas and — Methodsa ) S Privacy Aware c: Developmentslmproved

contributions of the specifyingo%‘easgﬁlrgg :m 2 ZA‘;E%;‘S?Q;SCCUI' ltyhﬁo‘«d *
Future Internet com- F CMZL;%;S%E?;E Accommodate Enbancement EE
munity on the re-

search priorities for Development
the 8th Framework Program. The roadmap presents res€arch which can be
carried in the second half of the 2010 decade and which will have a lasting
impact beyond 2020. The roadmap covers all aspects of the Future Internet,
including Business Societal Challenges and Technology. Specifically, in the
area of security, the roadmap presents the following priorities as outlined by

the EffectsPlus Project:

Q)

* Better Languages And Tools For Specifying and Developing Secure Soft-
ware

* Improved Assurance Methods

* Privacy-Aware Software Development

* Cooperation On Issues Of National Security

* Development Of Universally Acceptable Digital Identifiers
* Development Of Rich And Expressive Security Models

* Development Of Tools For Tracking Data

* Enhancement Of Legislation To Accommodate Technological FIA Develop-
ments

* Education Of Citizens
* Research And Investment In Security Tools And Technology

* Consideration Of Novel, Radical Approaches
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9.2 The United States

9.2.1 A Crisis of Prioritization

One of the seminal works in this area has been the

report titled “Cyber Security: A Crisis of Prioriti- REPORT TO THE PRESIDENT
zation” [2, 19]. Ordered by the President of the S g

i i . ) Cyber Security:
United States and implemented by the President’s A Crisis of

Information Technology Advisory Committee, the ESSRJICIHTPTIICT]
report suggested that Information Technology In- 'yf‘
frastructure is “Critical”, treated software as a ma-
jor vulnerability, suggested that current solutions
(such as endless patching) are not adequate, urged
for the development of fundamentally new security |
models and methods, and elevated Cyber Security i
to the level of National Importance. In this line, ~a

Information Technology

the report outlined several Cyber Security Research fduisory Committee
Priorities including:

Authentication * Usable and Reliable Authentication. Although there exist a lot of useful
work on cryptographic protocols we need more research in usable and
large-scale authentication which at the same time would decouple au-
thentication from identification in order to address privacy issues.

Secure fund. In-
ternet Protocols

Software Assur-

ance * Secure fundamental Internet protocols including BGP (Border Gate-
Holistic ap- way Protocol) and DNS (Domain Name Service).

proach to System

Security * Secure software engineering and Software assurance. Research is

needed to develop secure programming languages and code that remains

Monitoring  and secure even when executed in different environments.

Detection

Mitigation —and * Provide a holistic approach to System Security. That is, the security

Recovery of an integrated system is much more than just securing its individual
ber R . components. For example, we need ways to build secure systems both

Cyber Forensics from trusted and untrusted components.

Models and

Testbeds * Facilitate continuous Monitoring and Detection of malicious activi-

ties and attacks, including Intrusion Detection, real-time data collection,
anomaly detection and appropriate data presentation that will allow op-
erators to better understand incidents in progress.

Metrics, Bench-
marks and Best
Practices

* Develop Mitigation and Recovery methodologies, to respond to un-
foreseen events and recover from any resultant damage. This area in-
cludes rapid automated discovery of outages and attacks, new architec-
tures to enable rapid recovery, simplify systems to reduce human errors,
and provide fault tolerance and graceful degradation
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* Improve Cyber Forensics to more effectively catch criminals and deter
criminal activities. To enable Law Enforcement Agencies to identify crim-
inal activities in Cyber Space, we need sophisticated Cyber Forensics tools
and mechanisms, such as traceback of network traffic to identify origins
of attacks, efficient search of massive data stores to identify stolen infor-
mation, and identifying attackers based on their behavior.

* Model new technologies and provide TestBeds to experiment with
them. Such testbeds and methodologies should scale to millions of nodes,
should scale to very large amounts of data and should be designed in such
a way as to preserve the confidentiality of data.

* Some scientific disciplines have developed universally acknowledged met-
rics and benchmarks which enable researchers measure the effectiveness
of their approaches and provably compare their contribution to the state
of the art. In this spirit, we need to develop Security Metrics, Bench-
marks and Best Practices for the Cyber Security field as well.
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9.2.2 Designing a Digital Future

More recently, the
President’s Council
of Advisors on Sci-
ence and Technol-
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future of America
and the World [12].
In addition to stating the importance of NIT, the report clearly underlines
that advances in Network and Information Technologies accelerate the pace
of discovery in nearly all other fields in science and engineering. Although,
not specifically restricted to Cyber Security, the report identifies the follow-
ing list of key R&D topics in trustworthy systems and Cyber Security.

Formul

* Advance trustworthy system characterization. Clearly specify the de-
sired properties of a system, which, in addition to nominal functionality,
should include the ability of the system to operate in the face of failures
and attacks.

* Understand and improve the social dimensions of trustworthy sys-
tems and Cyber Security. Systems designed for human users (i) should
be able to take into account the possibility of human error and (ii) should
be able to capitalize in the “wisdom of crowds” to detect and identify at-
tacks.

* Create foundations for Cyber Security, including fundamental mech-
anisms for authentication, authorization, and trust management.

* Formulate the definition and application of security and privacy
policies.

* Improve methods to detect and mitigate security attacks. Such
methods should include mechanisms to operate while an attack is in
progress and forensic capabilities to identify attack sources during and
after the attack.

* Develop methods for the implementation of a “survivable core” of
essential cyber-infrastructure.
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9.2.3 Network and Information Research and Development

In a more recent re-
port regarding the
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for hardware, soft-

logics

ware, and system security to applied research in security technologies and
methods, approaches to cyber defense and attack mitigation, and infrastruc-

ture for realistic experiments and testing [26].

* Inducing change: Coordinated cybersecurity R&D themes to direct ef-
forts toward understanding the root causes of known threats with the
goal of disrupting the status quo with radically different approaches to
substantially increase the trustworthiness of national digital infrastruc-
ture; the initial themes focus on supporting informed trust decisions, en-
abling risk-aware safe operations in compromised environments, and in-
creasing adversaries. costs and exposure

Foundations: Cybersecurity as a multidisciplinary science; models, log-
ics, algorithms, and theories for analyzing and reasoning about trust,
reliability, security, privacy, and usability; assured and trustworthy sys-
tems; cyber security metrics; social and technical dimensions of a trust-
worthy computing future; risk modeling; secure software engineering and
development; cryptography and quantum information science for secure
computing and communications; science of security.

Applied information infrastructure security: Secure virtual platforms;
assured information sharing; security for mobile, wireless, and perva-

sive computing; development of a secure and safe “identity ecosystem”,

including frameworks, standards, models, and technologies; security au-

tomation; secure protocols; vulnerability detection and mitigation; cloud

computing; health IT; smart grid

Mission assurance: Activities and processes that ensure an organiza-
tion’s ability to accomplish its mission in an all-hazard cyber environ-
ment; cyber conflict defense Infrastructure for R&D: Testbeds, cyber test
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ranges, tools, platforms, repositories to support cyber security experimen-
tation and analysis.
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9.2.4 NITRD CSIA IWG

Recently, Federal Net-
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identified three initial Research and Development themes in the area of Cy-
ber Security: (i) Moving Target, (ii) Tailored Trustworthy Spaces, and (iii)
Cyber Economic Incentives.

9.2.4.1 Moving Target

Attackers are currently capitalizing on their asymmetric position. They have
all the time in the world to study a target, understand its vulnerabilities and
develop offenses which will hit the target effectively. This approach suggests
that we should develop and deploy mechanisms which will continually shift
the target for the attackers and breaking their asymmetric advantage. To
realize this goal research is required to address the following:

* Develop abstractions and methods that will enable scientific reasoning
regarding Moving Target mechanisms and their effectiveness,

* Characterize the vulnerability space and understand the effect of system
randomization on the ability to exploit those vulnerabilities,

* Understand the effect of randomization of individual components on the
behavior of complex systems, with respect to both their resiliency and
their ability to evade threats,

* Develop a control mechanism that can abstract the complexity of Moving
Target systems and enable sound, resilient system management,

* Enable the adaptation of Moving Target mechanisms as the understand-
ing of system behavior matures and our threat evolves.

9.2.4.2 Tailored Trustworthy Spaces

In this area research is needed to develop the following points.

Syww.nitrd.gov
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Trust negotiation tools and data trust models to support negotiation of
policy.

Type-safe languages and application verification, tools for establishment
of identity or authentication as specified by the policy.

Data protection tools, access control management, monitoring and com-
pliance verification mechanisms to allow for informed trust of the entire
transaction path.

Resource and cost analysis tools.

Hardware mechanisms that support secure. bootload and continuous
monitoring of critical software.

Least privilege separation kernels to ensure separation and platform trust
in untrustworthy environments.

Application and operating systems elements that can provide strong as-
surance that the program semantics cannot be altered during execution.

Support for application aware anonymity to allow for anonymous web
access; and platform security mechanisms and trust-in-platform estab-
lishment.

9.2.4.3 Cyber Economic Incentives

In this area research is needed to develop the following points

Explore models of cybersecurity investment and markets

Develop data models, ontologies, and automatic means of anonymizing
or sanitizing data

Define meaningful cybersecurity metrics and actuarial tables

Improve the economic viability of assured software development methods;
provide methods to support personal data ownership

Provide knowledge in support of laws, regulations and international agree-
ments
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A.1 Changes

February 23rd 2011
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state the major changes they see in ICT and which changes will influence
Cyber Security and Privacy. In this section we list all their responses. We
provide the responses without any editing (apart from a few spelling errors).
We kept the original style of writing (even for those cases where a > was
used to mean “implies”). We see that predicted upcoming changes relate to
mobility, (lots of) data, (loss of) privacy and smart environments.

* erosion of (online) privacy

* knowledge/information is the new currency ; economic power shifts

* 24/7 connectivity (everyone with everything)

* more private information available publicly

* privacy

* mobility

* electronic identity will be prevalent
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* on-line interactions will be the dominant way of social interactions
* younger generation much more open with their lives - no more privacy

* mass migration of services to the internet (i.e. broker services, ticket
booking)

* more “tracking” technologies

* mobile phone location, common pattern with friends

* smart meter > appliances I use

* public cameras > what I do

* car > location

* permanent fear for leaking personal data

* gadgets

¢ the privacy/limits of personal data will be more discussed

* social engineering based attacks will hit more people as data on net
increases

* reducing the personal anonymity
* alienation

* access to all information and network devices will be predominantly
mobile

» fewer and fewer backup solutions to take over when digital electronic
solutions fail (so: increasing reliance on ICT everywhere)

 personal inf only in digital form

* riskless society

* environmental changes IT

* increased ad-hoc device to device connectivity
* ubiquitous computing (smartphones, tablets,..)
* everyday life dynamics will be increased

* less anonymity

* people will become more paranoid. trust and assurance issues will
gain more importance
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e privacy will become more important

e ICT (IP?) based command and control channels to every angle device
we own

* credentials: new game we needed, but we dont know where they will
come from (telephony, banking, transport, ID, ...)

* use of your private pc and mobile-phone at work

U

* smart grid and smart meters makes you communicate with your “home’
equipment from anywhere

* pervasive computing acceptance
* smart infrastructure

* sustainability

* increased mobility

* technological big brother

* “always connected” to internet > mobile phone will have access to
“my” life

* social networking as a means for search

* mobility and mobile infrastructure

* cloud computing and data outsourcing

» widespread usage of smartphones increase of smart devices
* globalization ; need or desire to interact online
* more online services

* web ID

* social network

* mobile apps

* cloud computing

* mobile devices

* mobile phones used for payment

» few mobile OS platforms
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* movement of data and apps to a cloud model
* increased availability of networking on mobile devices

* increased optimization of services and processes through increased re-
liance on ICT

A.2 Threats

The second question we asked the
Working Group members was to
identify the major Cyber Security
threats they perceive for the next
few years. In this section we
record their responses as we re-
ceived them. We did not edit
them in any way (apart from minor
spelling error corrections). Thus,
the style, syntax and grammar may vary from one response to another. From
a quick glance it seems that several of them are concerned about mobility,
privacy, malware, and critical systems. Interestingly enough, several of them
have touched upon the social dimension of security and privacy mostly as it
manifests itself in social networks.

¢ attacks on critical infrastructures
* ubiquitous sensors

* there is a shift from “hiding data” towards “sharing data” within gov-
ernments. This brings the problem of “interconnection of networks”
with different security levels.

* Government A connects to Government D, military nets connects with
each other etc. This will bring a new “intelligence/sophistication” level
to all attacks we know. Attacks to authorization mechanisms may be

top priority.
* threats due to scale
* attacks on distributed systems and clouds
e attacks on high performance computation systems such as grids

* scale and complexity (lots of devices, applications, connectivity, ser-
vices, users)
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* privacy and tracking (social networks, information leads, gadgets and
networks)

* (trustability) lack of trust

* insiders in networks

¢ threats due to complexity

* increased availability of unsecured services for attackers
* threats due to privacy issues

* stealing/changing user identity in the network

* smart mobile devices, anonymous access to internet

* insider-type attacks

* upcoming malware for mobile platforms (this time really, thanks to
convergence towards 3 platforms: windows, android, iphone)

 attacks on cyber-physical systems governing critical infrastructures,
vehicles, etc.

* increasing attacks on virtualized environments targeting the cloud com-
puting infrastructure as a service model”

* targeted attacks
* wireless networks vulnerabilities
* smart environments like homes, cars, traffic control etc. protection

* connectivity in between e-mails, skype social networks and false anonymity
and personality

¢ network service attacks
e critical infrastructure attacks

* the borders that distinguish insiders from outsiders are becoming less
clear

¢ social networks
* critical infrastructure IT security
* race conditions (will hurt dependability)

e critical infrastructures and SCADA will see more attacks now that
stuxnet has shown the way
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ultra mobile devices

IPv6

malware for new architectures (arm, gpu)

return oriented programming

malware (for SCADA)

memory corruption is dead - long live to memory corruption
all current threats tailored to the mobile world/social networks”
organized (cyber) crime

mobile payment systems

botnets

privacy

data everywhere, computing power everywhere

malware for mobile devices

sophisticated phishing attacks (through social networks, mobile de-
vices, apps)

malware for mobile devices
government developed malware
threats/targeted attacks against critical infrastructures

espionage and ransom (threatening by losing their data) against citi-
zens

attacks against mobile smart phone/pad devices and applications

attacks against the privacy and personal information in social net-
works

attacks that stem from the use of the mobile device capabilities (location-
based services) as sensors

loss of privacy
lots of “built-in” security in applications and OS etc.

more use of cyberattacks against “greenpeace”, etc.
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* social engineering and human error
¢ attacks in smart environments (smart devices like cars, stores, a/c, ...)
* attacks to privacy (social networks, etc.)

* identity theft (impersonation, transactions over the internet)”

A.3 Likelihood of an attack

In this section we quantify how the adoption/deployment of a technology
might increase the likelihood of an attack. For example, has the evolution
of social networks changed the likelihood of an attack against the privacy of
a user? To show this likelihood, we construct a 2-D matrix. The rows of the
matrix are the new technologies (such as social networks an mobile phones)
while the columns of the matrix represent the assets we are trying to protect
Each cell represents (with color) how likely is a particular technology to
increase the probability of an attack to the particular asset.
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Assets

Personal Assets Societal Assets Professional

Threat-Enabler | Assets
Privacy Digital | Financial Health | Critical GRIDS | Data Sales
(Human Iden- Assets | Safety | Infras- Clouds | etc.
Rights) tity tructures

Anonymous Inter- | Medium Medium

net Access

Ubiquitous net-

works

Human Factors
Insider attacks
Botnets

Program Bugs
Scale and Complex-

ity

Mobile Devices Medium
24/7 connectivity

more private info Medium

available

smart meters Medium

Tracking Medium

Smart Environ- Medium Medium
ments

Unsecured Devices

Social networks Medium Medium
Cyber-physical con- Medium

nectivity for Infras-
tructures, cars etc.
Organized  Cyber
Crime

LLIIIIILLL
- .

Mobile Malware Medium

SCADA Malware
Privacy Digital | Financial Health | Critical GRIDS | Data Sales
(Human Iden- Assets Safety | Infras- Clouds | etc.
Rights) tity tructures

Table A.1: This table shows how Cyber Security threats and enablers facil-
itate attacks towards personal, professional and societal Assets. The rows
of the table are the threats (such as Mobile Malware) or the enablers (such
as Social Networks) which can be abused by aggressors to compromise per-
sonal, professional and societal assets. Each cell of the table corresponds to
how likely is a given threat-enabler to influence the respective asset. (darker
is higher)
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