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Abstract 
The overall objective of RASEN WP3 is to develop tools and techniques for compositional and test-
based security risk assessment. This deliverable presents the industrial and scientific state of the art 
related to this objective. The presentation is structured according to the main research tasks of WP3, 
which are to develop support for i) compositional security risk assessment, ii) test-based risk 
identification and estimation, and iii) continuous risk assessment of large scale systems by use of 
test-based indicators. Considering the state of the art and the research objectives of WP3, we 
moreover identify the baseline for the WP3 research activities. The baseline is the tools and 
techniques that may serve as promising starting points for further development. The identification of 
the baseline was guided by the relevant research questions that are addressed by the RASEN 
project. 
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Executive Summary 
The overall objective of RASEN WP3 is to develop tools and techniques for compositional and test-
based security risk assessment. Moreover, these tools and techniques will be leveraged to develop 
adequate and efficient techniques for continuous risk assessment. 

The purpose of this document is twofold. First, we give an overview of the state of the art that is 
relevant for the WP3 research objective. Second, we present the RASEN WP3 baseline which is the 
existing tools and techniques that serve as a promising starting point for the research tasks. 

The description of the state of the art and the baseline are organized according to the three main 
research tasks of WP3, which are to develop tools and techniques to support 

• T3.1: Compositional security risk assessment 

• T3.2: Test-based risk identification and estimation 

• T3.3: Continuous risk assessment of large scale systems by used of test-based indicators 

The discussion of the state of the art and the identification of the WP3 baseline are guided by the 
RASEN research questions that are relevant for this work package. These research questions are the 
following: 

1. To what extent can we use composition to make security assessment of large scale 
networked systems more feasible and understandable? 

2. To what extent can we relate criteria for valid composition of security risk assessment results 
to criteria for valid composition of security test results? 

3. To what extent can we support reuse of security risk assessments to make security 
assessment of large scale networked systems more feasible? 

4. What are good methods and tools for aggregating test results—obtained by both active testing 
and passive testing (monitoring)—to the risk assessment? 

5. How can test results be exploited to obtain a more correct risk picture? 

Considering the challenges of managing security and assessing the risks of the complex, 
heterogeneous and dynamic networked ICT systems and services of today, these are timely research 
questions. As shown in this deliverable, there exists little or no adequate support for compositional risk 
assessment and test-based risk assessment. While using existing techniques for risk modeling and 
test-based security risk assessment that provide some basic support, WP3 will develop novel 
techniques for modular risk modeling that can be combined with security testing. In turn, this approach 
to compositional and test-based risk assessment will serve as a basis for the RASEN techniques for 
reuse of risk assessments to support continuous security risk assessment. 
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1 Introduction 
Organizations, enterprises, people, governments and the European society as a whole increasingly 
depend on ICT systems. The criticality of ICT systems requires adequate mechanisms, methods and 
tools for managing security and maintaining security risks at an acceptable level for all stakeholders. 
This is particularly the case for critical infrastructures such as telecommunication, public health, 
banking and power supply. Moreover, trustworthy and secure ICT systems are required for many 
applications in several market sectors, including eCommerce, eGovernment, and eHealth. 

At the same time, such systems and infrastructures become more and more heterogeneous and 
complex. Moreover, the networked service and computing environments increasingly cross 
organizational and geographical borders, further contributing to increase the security challenges. 
Assessing the security risks of such complex systems in their entirety is infeasible, and therefore 
requires means for assessing individual parts or aspects of the system in isolation and subsequently 
combining the results for understanding the overall security risks. Such an approach will also facilitate 
continuous security risk assessment of evolving systems, since it allows only the parts of the system 
that have changed to be reassessed. 

A further challenge of security management is how to combine enterprise-level security assessment 
with the security assessment of the underlying technologies. The former is supported by high-level 
means such as security risk assessment, whereas the latter is supported by low-level means such as 
security testing. Appropriate means for combining these levels should facilitate test-based security risk 
assessment and risk-based security testing. 

The objective of RASEN WP3 is to develop tools and techniques for compositional security risk 
assessment supported by security testing. This includes tools and techniques for modular risk 
assessment where risk models can be composed and decomposed; tools and techniques for 
identifying, estimating and verifying security risks based on security test results; and tools and 
techniques for reuse of risk assessment and security test results, as well as dynamic updates of risk 
assessment results based on test results. 

This deliverable gives an overview of the state of the art within compositional security risk assessment 
and test-based security risk assessment. The purpose of the deliverable is moreover to establish the 
baseline for the R&D work of RASEN WP3. The baseline is the existing techniques and tools that are 
promising and may serve as a basis for the upcoming project work within WP3. The description of the 
state of the art and the identification of the baseline are guided by the relevant research questions that 
need to be addressed when tackling the WP3 research challenges. These, extracted from the RASEN 
DoW, include the following: 

• To what extent can we use composition to make security assessment of large scale 
networked systems more feasible and understandable? 

• To what extent can we relate criteria for valid composition of security risk assessment results 
to criteria for valid composition of security test results? 

• To what extent can we support reuse of security risk assessments to make security 
assessment of large scale networked systems more feasible? 

• What are good methods and tools for aggregating test results—obtained by both active testing 
and passive testing (monitoring)—to the risk assessment? 

• How can test results be exploited to obtain a more correct risk picture? 

This document is structured according to the three main research tasks of WP3 as described in the 
RASEN DoW. Hence, in Section 2 we give an overview of the state of the art within compositional 
security risk assessment, addressing the R&D challenges of task T3.1. In Section 0 we present the 
state of the art within test-based risk identification and estimation, addressing the challenges of task 
T3.2. In Section 0 we present the state of the art on continuous risk assessment, which is related to 
research task T3.3. Based on the state of the art and the RASEN research questions, we present the 
WP3 baseline in Section 0. Finally, we conclude by summarizing in Section 0. 
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2 Compositional and Modular Security Risk Assessment 
Risk assessment involves the identification, analysis and evaluation of security risks with respect to 
identified assets [19]. Security risk assessment focuses on information assets and security properties 
such as availability, confidentiality and integrity [21][23]. Other relevant security properties to consider 
include authentication, non-repudiation and authorization [12]. Risk identification is the process of 
finding, recognizing and describing risk; risk analysis is the process of comprehending the nature of 
risk and to determine the level of risk; risk evaluation is the process of comparing the results of risk 
analysis with the risk criteria to determine whether the risk and/or its magnitude is acceptable or 
tolerable [20]. 

In this section we give an overview of risk assessment techniques and the state of the art for 
compositional and modular risk assessment. A risk assessment technique is a means to determine 
which incidents can happen and why, what the consequences are, what the likelihoods of their 
occurrence are, and whether there are any factors that may mitigate the likelihood or consequence of 
incidents [20]. 

The section is structured as follows. In Section 2.1 we present the principles of modularity and 
motivate a compositional and modular approach to risk assessment. In Section 2.2 we give an 
overview of existing security risk analysis techniques, and in Section 2.3 we present the state of the art 
on techniques for modular assessment. In Section 2.4 we address risk management in the 
organizational context and at enterprise level. 

2.1 Benefits of Modularity 
By modular risk assessment we mean a process for assessing separate parts of a system or several 
systems independently, with means for combining separate analysis results into an overall result for 
the whole system [5]. Modularity is facilitated by decomposition, which is a well-known feature from 
system specification and design [37]. Decomposition is the process of partitioning a system 
specification into separate modules that can be developed and analyzed independently, thus breaking 
the development problem into more manageable pieces. Each module may moreover be developed at 
different sites, by independent teams, or within different companies [4]. 

There are several benefits of a modular and compositional approach to risk assessment. First, if 
different risk assessments have already been conducted for different parts of a system, composition 
allows the separate results to be combined into a more global risk picture. Second, for large, complex 
systems, modularity allows the system to be decomposed into a number of sub-systems the risks of 
which are assessed separately. Third, if a software component or application is reused in different 
systems, a separate risk assessment can be conducted for this component or application alone, 
instead of assessing it from scratch in the different contexts of use. Fourth, if a system changes and 
evolves, modularity allows the whole system to be reassessed by assessing only the parts that have 
changed. 

2.2 Risk Assessment Techniques 
A comprehensive overview of risk assessment techniques is given in the ISO/IEC 31010 standard 
[24]. The techniques are classified by which steps of the risk assessment process they support, i.e. 
identification, analysis and/or evaluation. For risk analysis, the techniques are further classified 
according to the kind of analysis that is supported, mainly consequence analysis and/or likelihood 
analysis. The techniques may furthermore be qualitative, semi-quantitative or quantitative. 

Brainstorming is a common risk assessment technique, and is a means of collecting a broad set of 
ideas from different experts and sources. The technique may be stimulated by prompts or interview 
techniques. The Delphi technique [26] and HazOp (Hazard and Operability) [18] analysis are 
examples of brainstorming techniques to extract and combine expert opinions in a structured way. 
Similarly, SWOT [14] and FMEA/FMECA [3] are based on brainstorming and typically uses table 
formats to document the results. SWOT is used to evaluate the strengths, weaknesses, opportunities 
and threats associated with a project or business activity. In security risk assessment it is used to get 
an initial overview of the risk picture and helps scoping the analysis to focus it on where it is most 
needed. FMEA/FMECA (Failure Mode Effect Analysis / Failure Mode Effect and Criticality Analysis) is 
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a method to assess the potential failures of individual components within a system. The method is 
usually conducted in two steps. First, FMEA is used to identify failure modes and their effect. Second, 
FMECA is used to conduct a criticality analysis to determine the significance of each failure mode, 
qualitatively or quantitatively. Although such brainstorming techniques can be used to support risk 
assessment in modular approaches, they do not come with means or techniques for modeling risks or 
for how to reason about combined results. 

Risk modeling is a technique to aid the process of identifying and estimating likelihood and 
consequence values. A risk model is a structured way of representing an incident with its causes and 
consequences by means of graphs, trees or block diagrams [32]. 

Markov models [13][17] describe systems by a set of operations and failure states, and the transitions 
between these states. The models may also include the description of barriers that should prevent an 
attack or reduce the consequences of an attack. Transitions may be annotated with probabilities in 
order to enable Markov analyses and reasoning about the probabilities. 

Bayesian networks [2] are directed acyclic graphs where the nodes represent causes or contributing 
factors with respect to related nodes. A Bayesian network is a graphical, probabilistic model that can 
be used both qualitatively to represent relations between causes and effects, and quantitatively to 
compute probabilities. 

Fault tree analysis (FTA) [16] uses fault trees to describe and analyze the causes of an event or 
incident by breaking it down into smaller fault events. The events are structured into a binary tree with 
logical gates (e.g. and/or) that shows conditional dependencies between the faults. FTA supports 
documentation and reasoning about probabilities using well-defined rules. 

As described in [44], for calculating probability values in FTA, the following basic equations/formulas 
can be used. If P(Y) is the probability that some incident Y occurs and if P(X | Y) is the conditional 
probability for incident X given that it is known that incident Y occurs, then the probability P(X ∩ Y) that 
both incidents X and Y occur can be calculated with P(Y) and P(X | Y): 

(1)   P(𝑋 ∩ 𝑌) = P(𝑋|𝑌) ∗ P(𝑌) (1) 

If P(X) is the probability that X occurs, then the probability P(𝑋 ∪ 𝑌) that at least one of the two 
incidents X, Y occurs is: 

(2)  P(𝑋 ∪ 𝑌) = P(𝑋) + P(𝑌) − P(𝑋 ∩ 𝑌) (2) 

If X and Y are statistically independent (i.e. P(X | Y) = P(X) and P(Y | X) = P(Y)), then: 

(3)  𝑃(𝑋 ∩ 𝑌) = 𝑃(𝑋) ∗ 𝑃(𝑌) (3) 

(4)  P(𝑋 ∪ 𝑌) = P(𝑋) + P(𝑌) − 𝑃(𝑋) ∗ 𝑃(𝑌) (4) 

If P(X | Y) = 1 and P(Y | X) = 1, then: 

(5)  𝑃(𝑋 ∩ 𝑌) = 𝑃(𝑋 ∪ 𝑌) = 𝑃(𝑋) = 𝑃(𝑌) (5) 

The probability value V for an incident that has to be triggered by at least threshold Ψ of n statistically 
independent incidents each having the probability p can be calculated using the following binomial 
formula [45]: 

(6)  V = � �
𝑛
𝑘
� ∗ 𝑝𝑘 ∗ (1 − 𝑝)𝑛−𝑘

𝑛

𝑘=Ψ

 (1) (6) 

Calculating probability values is a vital part of risk analysis since it provides a basis for the estimation 
of risk levels. Multiple algorithms are known for calculations in FTA, including the binary decision 
diagram (BDD) based algorithm presented in [43] and DIFtree [41] using both BDD and Markov 
chains. Various software tools support FTA, e.g. Galileo [40], and these tools can, for example, 
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calculate the top level incident’s probability values taking just the base incidents probability values as 
input. 

A variant of fault trees specific to the security domain is attack trees [33]. An attack tree has an attack 
goal as its top node, and the branches of the tree explore different ways of reaching this goal by an 
attacker. 

Event tree analysis (ETA) [15] is similar to FTA but works in the opposite direction. The technique 
uses event trees to start with the incident and explore its possible consequences. The exploration 
takes the form of a binary tree where each branching point is a success/failure of a defense 
mechanism. The probability of each consequence can be calculated by aggregating the probabilities 
of the defense successes and failures that lead to the consequence. 

Cause-consequence diagrams [29][32] combine features of fault trees and event trees. Starting with 
the incident, a cause-consequence diagram is constructed backwards to identify its causes (fault tree), 
and forward to identify its consequences (event tree). Also the Bow tie technique [34] can be 
considered to be a combination of fault trees and event trees by its support for identifying and 
documenting both the causes and consequences of an incident. 

It can be beneficial to do both, FMEA/FMECA and FTA because they have complementary strengths. 
In [39], a combination of both is suggested as “Bouncing Failure Analysis (BFA): The Unified FTA-
FMEA Methodology”. 

Microsoft has developed their own technique called Threat Modeling [35], which uses Data flow 
diagrams (DFDs) to graphically represent the target of analysis. Based on such diagrams, the target is 
decomposed into components that are assessed with respect to identified threats. The technique uses 
threat trees for the modeling and analysis of attack paths, and uses the STRIDE [12] checklist 
approach to identify risks with respect to security properties. The OCTAVE method for security 
assessment [1] uses its own tree notation. The language has much in common with event trees and 
fault trees by the support for modeling both the causes for and the outcomes of unwanted incidents. 

CORAS [28] is a model-driven approach to risk assessment that comes with its own notation for risk 
modeling by means of so-called threat diagrams. A threat diagram is an acyclic graph documenting 
how threats exploit vulnerabilities to initiate threat scenarios that may lead to unwanted incidents. The 
diagrams can be annotated with likelihoods and consequences, and are supported by techniques for 
reasoning about likelihoods. These techniques include rules for probability reasoning that are similar to 
the rules presented above in the context of FTA. 

Risk graphs [5] are a modeling technique to aid the identification and structuring of scenarios and 
events leading to unwanted incidents, and to facilitate the estimation and reasoning about their 
likelihoods. Risk graphs come with a formal syntax and semantics, and a calculus is provided to 
support formal and rigorous reasoning about the models. An advantage of risk graphs is that they can 
be understood as a common abstraction of several established risk modeling techniques, such as fault 
trees, event trees, cause-consequence diagrams, Bayesian networks and CORAS threat diagrams. 
This means that the calculus and analysis techniques developed for risk graphs can be instantiated by 
these notations, and therefore carry over to them. In [5] this is demonstrated and exemplified for 
CORAS threat diagrams. 

The risk assessment techniques reported so far in this section assume that the target of analysis is 
well-understood. The target of analysis is the organization, system, services, processes, etc. the risks 
with respect to which need to be understood and documented. For large, complex systems that are 
too complex to be analyzed in detail as a whole, the analysts may split the target to more manageable 
sub-systems that are analyzed separately. However, none of the aforementioned techniques come 
with specific support for how to compose the different results and methodically derive the global risk 
picture. A main objective of RASEN is to develop such support while leveraging existing techniques for 
risk modeling and risk assessment such as those presented in this section. Further techniques to 
consider as part of the RASEN baseline are the techniques for modular risk assessment discussed 
next. 
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2.3 Techniques for Modular Risk Assessment 
Although modularity and decomposition are recognized and well-established techniques within system 
development and design, such techniques are almost non-existent within risk management and 
security risk assessment. As observed in [36], one of the problems is that few traditional risk 
assessment methods take into account that the risk level towards component-based systems may 
change given changes in the environment of the systems. Existing risk assessment methods and 
techniques are largely monolithic in the sense that systems in general are analyzed as a whole [27] 
and lack means for deducing the effect of composition with respect to risk. In the following we present 
the techniques we are aware of that provide some support for modular and compositional risk 
assessment. 

Some approaches to hazard analysis address the propagation of failures in component-based 
systems. Several of these approaches describe failure propagation by matching ingoing and outgoing 
failures of individual components. In [9][10] UML [30] component diagrams and deployment diagrams 
support a method for compositional hazard analysis. Fault trees are used to describe hazards and the 
combination of component failures that can cause them. For each component, the method is used to 
describe a set of incoming failures, outgoing failures, local failures (events) and the dependencies 
between the former two. Failure information of components can be composed by combining their 
failure dependencies. 

A version of FMEA [3] is applied in [31] to support a technique that focuses on component interfaces. 
The technique is used to describe the causes of output failures as logical combinations of internal 
component malfunctions or deviations of the component inputs. Propagation of faults in a system is 
described by synthesizing fault trees from the individual component results. 

A method for compositional fault tree analysis is proposed in [25]. Component failures are described 
by specialized component fault trees that can be combined into system fault trees via input and output 
ports. 

The work presented in [8] addresses the problem of predicting risks related to introducing a new 
component into a system. The approach applies Bayesian networks to analyze failure probabilities of 
components. Quantitative and qualitative evidence concerning the reliability of a component is 
combined, and Bayesian networks are used to calculate the overall failure probability. 

The model-driven performance risk analysis method in [7] takes into account both system level 
behavior and hardware specific information. The method combines performance related information of 
interaction specifications with hardware characteristics in order to estimate the overall probability of 
performance failures. The approach is based on a method for architectural-level risk analysis using 
UML [11]. 

In [5] dependent risk graphs are introduced as a technique to support modular risk modeling and 
assessment. Dependent risk graphs extend the risk graph notation with support for documenting and 
reasoning about assumptions and dependencies. The approach uses an assumption-guarantee style 
by the division of risk graphs into two parts, namely the assumption and the target. The assumption 
documents the assumptions on which the risk analysis depends and the target documents risk 
analysis results of the target of analysis. Typically, the assumptions are about the environment of the 
target. 

Dependent risk graphs facilitate modular risk assessment by the support for decomposing the target of 
analysis and later combining the assessment results. For example, when decomposing a target 
system into two, the target in one may serve as the assumptions in the other and vice versa. Once the 
two separate risk assessments are completed, a calculus provides rules for how to combine the 
results into one risk graph. The calculus characterizes the conditions under which the assessment of 
complex scenarios can be decomposed into separate assessments that can be carried out 
independently, and the conditions under which risk assessments of separate system parts can be put 
together to provide a risk analysis for the system as a whole. 

As mentioned above, by using risk graphs as the basis the technique can be instantiated in other 
established risk modeling approaches. In [5] this is demonstrated by the instantiation in CORAS. In [6] 
this modular and component-based approach to risk assessment using CORAS is integrated into a 
component-based system development process to support risk assessment in the development 
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process. In [28] the instantiation in CORAS is further elaborated, resulting in an extension referred to 
as Dependent CORAS. 

In [46] an extension of CORAS is suggested that explicitly supports components by representing them 
with reusable threat interfaces. Threat interfaces have vulnerabilities as input ports and unwanted 
incidents as output ports. Modeling the relations between the output and input ports of threat 
interfaces generated for individual components in a threat composition diagram, the probability values 
of unwanted incidents for the complex system composed of these components can be calculated. 

This concept is similar to ETA and FTA. With gates and dependency sets it can express relations that 
conventional CORAS diagrams cannot model well. But in contrast to a tree, there can be multiple top 
level incidents. Incidents can have relations leading to more than a single vulnerability and to several 
new incidents. Therefore, dependencies can be modeled directly as common trigger nodes. In a fault 
tree, a fault triggering n other faults must be represented by n nodes having the same name, but no 
graphical connection, which is less intuitive. Even more important, bouncing analysis becomes 
feasible by going top-down and bottom-up within the same model. Using FTA, bouncing analysis is 
only possible in combination with other risk analysis methods like ETA or FMECA, which work on other 
models than fault trees. However, transitions between different methods can cause problems and 
might be too difficult to be feasible in practice. 

Conventional risk diagrams can be created directly from the threat composition diagram, which is the 
next step in the CORAS risk analysis method. Nevertheless, it might be helpful to keep the component 
information for further analysis. The idea is to make components or complex combinations of 
components comparable in terms of risks. Typically, for a complex system, there is not only one single 
possible configuration. The system could probably be build using another combination of components 
or using completely other base components, too. It should be possible to choose the architecture with 
the fewest risks and to communicate such a design decision. Therefore, the component based risk 
comparison diagram is introduced in [46], which can be derived from the threat composition diagram. 

2.4 Enterprise-Level GRC Frameworks 
Governance, risk management and compliance (GRC) typically covers an organization's activities 
regarding corporate governance, enterprise risk management, and compliance with governmental 
laws and regulations [79]. In recent years the maturity of GRC analytics, frameworks and tool-sets has 
increased and thereby contributed to reducing the decision making timelines of organizations. 

One such framework is the ARIS [80] GRC tool-set. As depicted in Figure 1, the solution consists of 
many software components that integrate into the GRC [79] architecture. The most essential module 
to use in terms of security risk assessment is the Operational Risk Management component which 
operates on real-time data and ensures compliance and workflows. In addition the Modeling and 
Process Risk Simulation [76] module evaluates aspects such as changes in processes or installation 
of controls to mitigate risks.  The use of dash-boarding techniques allows a real-time illustration. The 
latter module can be used as a starting point when implementing a GRC solution. Is offers support for 
process modeling, as well as the definition of risks and controls, along with the related responsibilities. 
By the use of the central ARIS repository [78] no copies are created, but a single point maintained 
which integrates all GRC related data. For detailed models, user-specific risk structures in combination 
with the Bow tie methodology [34][77] can be used as modeling means. Hereby simulations assure the 
correctness and compliance of models with the user’s intention by conducting what-if analyses of 
occurring risk and offering means to define test definitions and risk assessments. 
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Figure 1 – Architecture of Software AG GRC approach 

Generally, the modeling that is conducted using this framework unifies different views to combine the 
business process management (BPM) view and the GRC view. Showing and documenting regulatory 
requirements, risks, business processes and business organizations in one model increases 
transparency and decision support, and also facilitates the identification and documentation of 
dependencies between the different views. A further interesting module is the Continuous Monitoring 
module for real-time assessment and continuous risk monitoring. This module is presented in more 
details in Section 0 below. 

The objective of RASEN PW3 is to develop techniques and tools for compositional security risk 
assessment that can be integrated into a GRC tool-set such as the ARIS framework. Organizations 
and enterprises should be able to make effective use of their existing frameworks while leveraging the 
RASEN results. Currently, industrial tools such as ARIS do not have efficient mechanisms for 
compositional risk management, although dependencies between the different views are an aid to 
identify the parts of the enterprise that may need to be reassessed. In addition to risk monitoring, such 
enterprise frameworks should also benefit from techniques for test-based security risk assessment, 
which are discussed in the next section. 
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3 Test-Based Risk Identification and Estimation 
A risk assessment is often performed at a relatively high level of abstraction and is often heavily 
dependent of expert judgment. This can result in a large degree of uncertainty both about the 
existence of faults or vulnerabilities in the target of analysis and the estimated likelihoods of risks. For 
this reason, it is beneficial to combine the risk assessment with other lower-level more technical 
assessment methods in order to reduce uncertainty and to uncover vulnerabilities or faults that are 
difficult to identify at the risk assessment level. One way of doing this is to combine risk assessment 
with testing, using the test results to verify and/or update the risk picture. 

In this section we give an overview of techniques that use testing for improving/verifying the risk 
assessment. In Section 3.1 we motivate the use of test-based security risk assessment by 
summarizing relevant guidelines from international standards on information security. In Section 3.2 
we give a summary of relevant state of the art approaches and highlight their main strengths and 
weaknesses. 

3.1 From Test Results to Security Risk Assessment 
The risk management process as defined by the ISO 31000 standard consists of the activities 
depicted in Figure 2. In the ISO/IEC 27005 standard [23], this process is adapted to information 
security risk management. As explained in the latter standard, “this information security risk 
management process can be iterative for risk assessment and/or risk treatment activities. An iterative 
approach to conducting risk assessment can increase depth and detail of the assessment at each 
iteration. The iterative approach provides a good balance between minimizing the time and effort spent 
in identifying controls, while still ensuring that high risks are appropriately assessed”. 

Establishing the context
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Figure 2 - Risk management process 

An important issue during the risk assessment phase centers around the evaluation of uncertainty 
[38]. After identifying possible incidents, it is necessary to assess the likelihood of each incident and its 
impact when occurring, using qualitative or quantitative analysis techniques [23]. This should take 
account of how often the threats occur and how easily the vulnerabilities may be exploited. This is 
where vulnerability testing on the ICT system plays a critical role, particularly for deliberate threat 
sources. The possible exploitation of vulnerabilities on the ICT systems should be considered carefully 
on the results of vulnerability test execution; particularly for ICT systems open on the internet (such as 
Web applications). 

In ISO 27005, vulnerability testing is explicitly defined as a key means to assess the vulnerabilities of 
ICT systems: “Proactive methods such as information system testing can be used to identify 
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vulnerabilities depending on the criticality of the Information and Communications Technology (ICT) 
system and available resources (e.g. allocated funds, available technology, persons with the expertise 
to conduct the test)”. 

“Security testing and evaluation is another technique that can be used in identifying ICT system 
vulnerabilities during the risk assessment process. It includes the development and execution of a test 
plan (e.g. test script, test procedures, and expected test results). The purpose of system security 
testing is to test the effectiveness of the security controls of an ICT system as they have been applied 
in an operational environment. The objective is to ensure that the applied controls meet the approved 
security specification for the software and hardware and implement the organization’s security policy 
or meet industry standards” [23]. 

Therefore, ISO 27005 establishes clearly the security testing techniques, such as code review, static 
and dynamic application security testing, monitoring and web application vulnerability scanning, should 
play a key role in the risk assessment process to evaluate the potentiality of identified vulnerabilities. 
The standard makes a clear link between security testing and risk assessment, highlighting that test 
results analysis should be used in the risk evaluation phase regarding information security properties. 
However, the standard does not provide any process, method or guideline on how to systematically 
exploit results of security testing in risk assessment. In the next sub-section we give an overview of 
existing techniques that provide some support of that kind. 

3.2 Techniques for Test-Based Security Risk Assessment 
There are quite a number of approaches that use risk assessment to improve the testing process. 
However, there are not so many approaches that go in the other direction, i.e. that use testing to 
improve the risk assessment in a systematic and methodic way. The only relevant approaches that we 
are aware of are Benet [81], Wong et al. [84], and Erdogan et al. [82]. In the following, we will give an 
overview of these. 

The main purpose of the approach given by Benet [81] is to verify that software risk mitigations are put 
into place and that they are actually effective. It starts by identifying the intended usage of the system 
and their related user requirements. This is further used, together with other system documentation 
and customer feedback, as a basis for risk identification. The identified risks are then assessed and a 
set of risk mitigations are identified for the risks that are unacceptable in form of risk-related 
requirements. Finally, testing is used as a means to verify that the risk mitigations are put into place 
and that they are effective. Thus, the approach uses testing to verify and validate the risk picture 
obtained from the risk assessment.  

The approach also provides a clear traceability between the risk-related requirements and the test 
cases that eventually verify the risk mitigations. The traceability is specified by means of a traceability 
matrix. Furthermore, the approach is mainly concerned about safety risk and gives guidelines for what 
to consider when designing the test cases with respect to safety. The traceability matrix makes it clear 
how the test results impact the risk assessment. If a risk related test case fails, this means that a risk-
related requirement is not satisfied, and that its mitigating effect can be ignored. Conversely, if all risk 
related test cases pass, confidence has been gained that all the risk-related requirements are 
satisfied, and that their mitigating effects are in place. 

The approach mainly focuses on verifying risk mitigations and providing a clear traceability between 
risk-related requirements and the test cases. It does not elaborate on how risk assessment is carried 
out or how testing is carried out (except the guidelines for what to consider when designing the test 
cases with respect to safety). However, risk assessment is supported by a table based risk 
assessment technique in which one table is created per risk related requirement. The table consists of 
a description of the risk related requirement, the risk, the risk level, the risk mitigation and identifiers 
for the test cases that have the objective to verify the risk mitigation. 

The approach is motivated by explaining its application on a real project concerning an in vitro 
diagnosis (IVD) instrument. It is not supported by any dedicated tool and does not specifically address 
security, but mentions the importance of testing for security in relation to safety. 

From the perspective of using testing to improve the risk assessment, one of the main strengths of 
Benet’s approach is that the impact of the test results on the risk picture can be calculated 
automatically. Tests are derived from requirements to mitigation mechanisms, and the mitigating effect 
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of a requirement on a risk is clearly specified. A test result has one of two values, namely pass or fail. 
If the test fails, we can assume that the mitigation effect of the requirement tested is not in place. In 
that case the overall risk level can be calculated by ignoring that mitigation effect. 

A weakness of the approach is that it is intended to be used as part of a software development 
process, where the aim is to test mitigation mechanisms that have not already been developed. This 
limits the applicability of the method since in many cases it is also of interest to analyze systems or 
mechanisms that have already been developed. Another weakness of the paper itself is that it lacks 
details about the process and the techniques that are used; the paper reads more like a discussion of 
an idea than a presentation of process or a technique. Moreover, only the failure of tests has an 
impact on the risk picture, i.e., if all the tests pass, the risk picture remains unmodified. Finally, the 
paper only addresses safety and not negative testing, i.e. testing on invalid input or unexpected user 
behavior. 

Wong et al. [84] present an approach to the identification of so-called risk of code. Risk of code is 
described as the likelihood that a given function or block within source code contains a fault. Thus, 
what the authors really present is an approach to the identification of the likelihood that a given 
function or block within source code contains a fault. A fault within source code may lead to execution 
failures, for example abnormal behavior or incorrect output. 

The approach proposes two kinds of risk models (static risk model and dynamic risk model) for the 
purpose of calculating the risk of code in terms of likelihood, as described above. The risk models are 
explained in detail in a case study. The approach does not specifically address security. 

The static risk model and the dynamic risk model are used to calculate the risk of code by using five 
different metrics: Number of variable definitions (V), number of function calls (F), number of decisions 
(D), number of c-uses (C), and number of p-uses (P). The main difference between the static and the 
dynamic risk model is that the latter uses test coverage to calibrate the actual value of each metric 
component. It is up to the user of this approach to select which metrics to include in the risk model. 
Furthermore, each metric is multiplied with a weight factor for the purpose of giving either more or less 
emphasis to the metrics.  

The identification of the risk of code is supported by a dedicated tool and is carried out in three main 
steps. The first step is to generate a graph of the functions and their interactions in order to capture 
their connectivity. The functions are represented as nodes while their interactions are represented as 
edges. The graph also has a unique start node and end node representing the functions at which 
execution begins and ends, respectively. The second step is to identify test cases; each path that 
starts from the start node and ends at the end node is identified as a test case. The third step is test 
execution and identifying the risk of code by making use of the test results as an input to the risk 
model. 

From the perspective of test-based risk assessment, the most interesting part of the approach is the 
technique for updating the risk model based on test results. The idea is to calibrate/update the values 
of the code metric components, such as number of function calls, based on test coverage. For 
example, suppose we want to compute the risk of a source code block b and that the metric 
component F for block b has the value 20, meaning that the block has 20 potential function calls.  As 
the tests are executed, the value F is reduced by each successful test that covers a potential function 
in b that has not yet been covered by any other test. For example, if 8 functions are covered, the value 
F will be reduced to 12. In this way, the more b is tested, the less its risk value will be.  

The main strength of the approach is that many of the activities are automated and tool supported. 
Both the risk assessment step and the risk model update step can be performed automatically. In 
addition, the approach is more granular when it comes to updating the risks values based on test 
results than the approach of Benet [81]. The main weakness of the approach is that it is only 
applicable to source code analysis. In addition, only the likelihood of risks are taken into account (not 
consequences), and the approach does not consider security.  

Erdogan et al. [82] describe the experiences of applying a method for test-based risk assessment in a 
case study. The method has three main generic phases: Phase 1 is to establish the context and target 
of evaluation, and to carry out a security risk analysis of the target of evaluation. The analysis relies 
mostly on expert judgment from the analysis participants. Phase 2 is to generate and execute security 
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tests that explore the risks identified during the security risk analysis. Phase 3 is to validate and 
update the risk model (produced in phase 1) based on the security test results. 

Each of these generic phases is decomposed into one or more steps. The output of phase 1 is a 
CORAS [28] risk model describing threats, vulnerabilities, threat scenarios and risks. In phase 2, 
threat scenarios are prioritized, and the ones that have the highest priorities are detailed into test 
cases that are executed. In phase 3, the CORAS risk model is updated based on the test results. 

Erdogan et al. also describe the extent to which the risk model had to be updated based on the test 
results in the case study they performed. Their main conclusion is that new vulnerabilities were 
deleted/added from/to the risk model as a result of the testing, and that likelihood values in the risk 
model had to be updated as a result of this. However, the authors do not propose any technique or 
detailed guideline for how to update the risk model based on the test results. 

One of the main strengths of the approach proposed in [82] is that it is based on precise risk models 
and that it is applicable to a wide range of systems (not only, for example,  source code as in the case 
of Wong et. al. [84]). The advantages of having precise risk models as opposed to informal tables (as 
in the case of Benet [81]) are that it simplifies tool support, and it enables precise characterization of 
test prioritization and impact of test results on the risk model. The main weakness, as seen from a 
test-driven risk assessment perspective, is the lack of techniques for updating the risk model based on 
the test results. Using the approach, this has to be performed completely manually and based on 
expert judgment. 

In Table 1 we have given a summary of the main strengths and weaknesses of the approaches to test-
based security risk-assessment that are discussed in this section. 

Approach Strengths Weaknesses 

Benet [81] Impact of test results on risk 
picture is easily calculated 

Tests that pass have no impact on the risk 
picture (only failed tests taken into account) 

Wong et al [84] 
Impact of test results on risk 
picture is calculated 
automatically 

Approach is only applicable to source code 
analysis 

Erdogan et al [82] Based on precise risk models 
No automated or structured technique 
proposed for updating the risk picture based 
on test results 

Table 1 – Summary of strengths and weaknesses of three approaches to test-based risk 
assessment 

In the R&D activities of WP3 we will carefully explore the potential of leveraging the strengths of these 
three approaches when tackling the relevant RASEN research questions. While doing so we aim not 
only to better understand how to aggregate test results at the risk assessment level, and how to exploit 
test results to obtain a more correct risk picture. We also aim to make test-based security risk 
assessment to work in the setting of compositional risk assessment. For this challenge, there is to the 
best of our knowledge no support in the state of the art. In fact, and as discussed in this and the 
previous section, there exists little support for compositional risk assessment and test-based security 
risk assessment alone. 
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4 Continuous Security Risk Assessment 
For systems that change and evolve, the associated risks evolve too and should be understood and 
assessed as such. Traditional methods for risk assessment offer little support for handling change in a 
systematic way in order to continuously maintain the validity of risk assessment results when changes 
occur [27]. A straightforward solution is to conduct a full risk assessment from scratch when faced with 
a potential risk relevant change. However, this is not only very time and resource consuming; it also 
often implies conducting exactly the same analysis again for all parts of the target system that are not 
affected by the changes. 

Considering enterprises, companies and other organizations of today, these are constantly facing an 
increasing complexity of ICT systems and software infrastructures. Key drivers for this are certainly the 
efforts to deal with the vast amount of data which needs to be conquered, as well as the sheer 
complexity of modern appliances in software infrastructures. These issues can be partly mitigated by 
an increase in automation in business processes. Most of these changes in systems and software 
components are inherently related to an increasing complexity of the underlying business and ICT 
infrastructures in lieu. In addition, external requirements and customer needs must be taken into 
account, adding to the complexity of ICT processes and infrastructures by the need for assurance of 
compliance with these needs and changing external requirements. To cope with the speed of changes 
while retaining in focus the aspects of risk awareness, legal issues and the company’s strategic, the 
need for tools and techniques to support continuous security risk assessment increases. 

In a similar way, software vendors are confronted with issues of growing software complexity on the 
one hand, while facing the adherent need of test routines, integration tests and penetration scans on 
the other hand. In fact, as the use of conventional methods are prohibitively expensive, better suited 
approaches are required which pinpoint attention to potentially problematic areas and obtain estimates 
of residual risk within a reasonable time frame. Solutions therefore cannot be only manually driven, but 
an orchestration of automated and manual tasks to discover test based deficiencies by a continuous 
approach.  

In this section we give an overview of approaches to continuous security risk assessment that make 
use of different kinds techniques and tools, including security testing by monitoring and active testing. 
In Section 4.1 we describe approaches to continuous security risk management in the organizational 
context and at enterprise-level, and in Section 4.2 we present two relevant standards on the use of 
security indicators to support security monitoring. In Section 4.3 we give an overview of the state of the 
art on techniques and tools that give support for different kinds of continuous security risk assessment. 

4.1 Continuous Risk Assessment at Enterprise-Level 
Contrary to manually executed tasks, continuous event monitoring could facilitate continuous 
assessment by detecting certain events or patterns and feeding the results to the risk assessment. In 
this setting, automated processes can contribute to retaining an up-to-date view on the security risks 
by maintaining the validity of risk models and risk assessment results. 

With respect to the security of ICT systems and software conformance, security information can either 
be derived from multiple test levels which cover the analysis of source code by highlighting defects 
and anomalies, or alternatively on the binary level were security scanners report discovered defects by 
number and severity. However, this highly sophisticated approach to continuous assessment requires 
automated script for the analysis and monitoring techniques to continuously detect event pattern and 
incidents. 

Security risk monitoring, as supported by e.g. GRC frameworks such as the one depicted in Figure 1 
in Section 2, may improve the transparency by the use of real-time response to risk levels or control 
exceptions. In industrial appliances, this is realized using a middleware layer which monitors incoming 
events, tracks events of interest, or detects patterns that indicate the existence of a condition which 
could indicate a problem. This can range from simple filtering up to a complex set of rules that 
correlate incoming events [73]. 

Essentially two variants of complex event processing (CEP) exist. The rule-based processing is simply 
monitoring the event stream for a certain event, which in turn triggers actions. The more advanced 
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form of CEP is based on data sets, and utilizes a continuous query to analyze the data streams. 
Hence data from multiple sources can be combined to gain richer and more complete information. 

From the actions triggered and the information provided by the CEP, continuous information can be 
computed to enable a rapid decision-making and collect raw data into a historical database for post-
processing and compliance. This information is then fed into the connecting software in charge the 
enterprise-level governance, risk management and compliance (GRC) [74]. Hereby, a full integration 
of business operations and GRC management is achieved. Due to real-time responses on system 
events, a detective and preventive GRC management can be set up using automated mechanisms 
through continuous control monitoring (CCM), continuous risk monitoring (CRM) or continuous 
exception monitoring (CEM).  

This offers 100% coverage of all business process instances which are observed by a CEP engine, 
instead of manually drawing samples afterwards. The resulting very short reaction time using real-time 
event detection has two strong advantages: First of all, as opposed to monitoring in discrete steps, 
continuous monitoring measures business reality instead of documented to-be processes. Secondly, 
events are captured at the time they occur, and not only before audits or other specified periodical 
times. 

In fact, implementing continuous monitoring offers more than control automation and increased speed. 
Using the Classic GRC approach [75] as depicted to the left in Figure 3, business reality is manually 
documented in office documents which might take a lot of time. These artifacts, which might be 
outdated already by the times they are composed, always impede a time delay which will affect all 
subsequent steps. Following up from Internal Control Systems (ICS), reports are generated which are 
considered in the ICS Planning phase. As mentioned before, the underlying data is a snapshot based 
on the data documented before and may also be incomplete. With an additional delay, reports are 
composed for the GRC Management which needs to steer and react on its outcome. 

The Real GRC approach using real-time continuous monitoring, as depicted to the right in Figure 3, is 
different in many ways. By using many in-place adapters, the business reality is automatically 
monitored. The use of automated controls, flexible query scripts and ICS Reporting can be conducted 
as automated "push-button tasks". Such automation can also monitor exceptions of critical process 
steps, as well as risk & fraud indicators. Results based on real data can in the ICS Planning phase be 
depicted at real-time providing a fully integration and fully automated test cases. This gives the GRC 
Management not only a better way to judge and take corresponding actions, but also mitigates 
possible sources of manual errors. Responses and corrective actions can occur in real time according 
to risk levels and control exceptions, and be preventive rather than detective. The combination of GRC 
and the complex event processing middleware layer allows full integration of business operations and 
GRC management. 

 

Figure 3: Real GRC and affected layers 
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4.2 Security Indicators for Organizations 
For many organizations, it is crucial to prove or substantiate that they can offer and maintain a certain 
level of security and trustworthiness of the information systems and services they provide. Ideally, this 
should be supported by objective, measurable indicators and metrics that are evaluated regularly. 
Multiple sets of indicators and metrics have been proposed in the literature, and there are several 
relevant standards. 

The purpose of the Information Security Management System (ISMS) as defined by ISO/IEC 27001 
[21] is to provide organizations with best practices and guidelines for the entire information security 
management process, including the use of security indicators. The ISO/IEC 27004 [22] standard 
provides guidance on the use of measures and measurements for the assessment of the effectiveness 
of an ISMS. An abstract template for an information security measurement construct is provided along 
with some concrete examples of use. Such a construct consists of a general measurement 
description, the measure(s) specification and an indicator specification, which defines how the result 
will be represented. Furthermore, it defines what kind of action is required for any result, who is 
responsible, and who should see the results. The information security measurement constructs may 
support continuous analysis by explicitly defining how frequent data has to be collected and analyzed. 
Even the frequency for the measurement revision has to be specified. 

The Information Security Indicators (ISI) specification [41] is currently being produced by an ETSI 
Industry Specification Group. The standard aims to assess the security posture of an organization. In 
contrast to ISMS, ISI is going to provide a catalogue of nearly 100 operational security indicators of 
both internal and external origin for measuring the effectiveness of an organization’s security policy. 

For each indicator, means and tools for the detection of relevant events are given, as well as the 
respective detectability level ranging from 1 (very difficult) to 3 (relatively easy). As additional 
information, the state-of-the-art detection ratio is expressed as the monthly frequency of the 
occurrence of an event or as the percentage against a common basis. Examples of indicator 
categories are indicators with security incidents (e.g. external intrusions and attacks), and indicators 
with vulnerabilities of a behavioral and technical kind (e.g. software vulnerabilities and configuration 
vulnerabilities).           

4.3 Techniques for Continuous Risk Assessment 
Various techniques can be used to support continuous risk assessment in order to ensure that the risk 
picture is kept valid and up to date while systems evolve. Some of these techniques have the potential 
to support continuous assessment at enterprise-level as discussed in Section 4.1, while others can 
make use of measures and indicators such as those presented in Section 4.2. 

In addition to techniques for modular risk assessment as discussed in Section 2, approaches have 
been developed to facilitate traceability of changes from the target systems to the risk models, while 
others have been developed to enable continuous risk assessment by means of monitoring. In the 
following we give an overview of the latter two topics. 

4.3.1 Traceability 
Some of the established techniques for risk and threat modeling facilitate automatic updating of the 
values that are annotated on the diagrams; by changing input values to capture changes in the target 
of analysis, the derived output values can be generated. These techniques include fault trees, Markov 
models and Bayesian networks. Influence diagrams [58] were originally a graphical language 
designed to support decision making by specifying the factors influencing a decision. In [55], such 
diagrams are connected to the leaf nodes of fault trees supporting the propagation of influence to the 
unwanted incidents specified at the root of the tree. Similar, but simpler, are the risk influence 
diagrams, detailed in [48], where influencing factors are connected to the nodes in event trees. 
Several other notations have support for associating elements of risk models to parts of the target 
description, which may facilitate the identification of possible risk changes due to target changes. 
Approaches based on the UML, such as misuse cases [70], may utilize built-in mechanisms in the 
UML for relating elements from different UML diagrams that serve as the target model. 
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In [65] the risk graph notation is extended with support for the explicit modeling of risk changes. When 
systems change, some risks emerge and some become obsolete, while other risks are modified, and 
the extended risk graph notation has support for capturing all these aspects. The notation is moreover 
extended with support for relating risk graph elements to elements of the target model that is 
developed during the initial context establishment of a risk assessment process. The target model is a 
specification of the elements of the target of analysis, including software and hardware components, 
users and roles, information and communication networks, business and work processes, and so forth. 
The target model is created using a suitable notation such as activity diagrams, class diagrams, data 
flow diagrams or business process modeling. The specification of the relations between the target 
model and the risk model is in [65] referred to as the trace model, as it facilitates the systematic 
traceability of changes from the target model to the risk model. 

By developing support for change management and traceability using risk graphs, the techniques can 
be instantiated by other existing techniques as explained in Section 2. In [65] the authors demonstrate 
this with an instantiation in CORAS, exemplifying the technique by applying CORAS threat diagrams 
to a case study from the air traffic management domain. The tool presented in [69] is developed to 
support this instantiation in CORAS. The main feature of the tool is the diagram editor for creating all 
kinds of CORAS diagrams to model and assess changing and evolving risks. The tool moreover 
supports the specification of the trace model and the automation of traceability. The approach does 
not require a specific notation to be used for the target modeling. Instead, the target model is specified 
in a language of choice and in a separate tool of choice, for example using UML, business process 
modeling, requirement models, or any notation that is suitable and adequate for the target of analysis 
and the desired level of abstraction. Still, because the CORAS tool is developed as a plugin to Eclipse, 
the meta-model of the target model must be an (Eclipse) Ecore meta-model. 

Thales Research & Technology has developed their own industrial model-based approach to risk 
assessment, supported by the Rinforzando [68] tool. The security risk assessment and modeling can 
be performed as stand-alone, but is also designed to serve as an integrated part of their mainstream 
system engineering workbench [72]. For this purpose, dynamic links can be built and maintained 
between the risk models and the system engineering models, the latter specified using a service 
oriented architecture (SOA) modeling suit. When any model changes are implemented during the 
system development process, either on the risk model or the system model, the changes are 
immediately propagated via the links to trigger updates and maintain the mutual consistency between 
the modeling domains. The integration with their system engineering process is hard-coded and much 
tighter than what is offered by CORAS. However, this is at the cost of general applicability as 
Rinforzando is tied to the Thales engineering workbench, whereas CORAS allows any notation to be 
used for target modeling. 

Model Versioning and Evolution (MoVE) [66][50] is an approach to build an infrastructure to maintain 
the validity, mutual consistency and interdependencies between models as they evolve over time 
within model-driven engineering (MDE). The approach does not target security and risk in particular, 
but rather builds a tool-supported infrastructure for versioning of several interdependent models, for 
example for software architecture and design, business processes, services, security and risk. Similar 
to the aforementioned tools, the underlying idea is to provide support for tracing changes from one 
model to another to ensure that they are globally up-to-date and mutually consistent. However, 
although the infrastructure can support the handling of traceability and evolution in security risk 
analysis, as exemplified in a case study, there is no specific modeling or methodological support for 
this. Instead the user chooses the models and notations, such as event trees, CORAS, data flow 
diagrams, UML, etc., to be managed by MoVE. 

The model-based approach to risk analysis with support for dependency identification and modeling 
presented in [59] relates risk elements to elements of a functional model of the target of analysis. 
Moreover, the model elements are related to security objectives and security requirements, and risks 
are related to threats and security controls. Although risk assessment is supported, there is no risk 
modeling support other than a simple, high-level description of incidents and their likelihood and 
consequence. 
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4.3.2 Monitoring 
Risk monitoring is a means to facilitate continuous risk assessment by the monitoring of relevant key 
indicators or metrics. An indicator can be defined as "something that provides a clue to a matter of 
larger significance or makes perceptible a trend or phenomenon that is not immediately detectable" 
[57]. For example, an unexpected rise in traffic load of a web server may signal a denial of service 
attack in progress. In order to enable security risk monitoring based on the monitoring of key indicators 
or metrics, there is a need not only to identify the relevant indicators, but also to understand how to 
relate the indicators to potential security risks, and how to aggregate the monitored values into risk 
levels. The benefit of security risk monitoring is, of course, that risk assessment results can be 
automatically updated as they evolve while the target of analysis evolves. 

The work presented in [67] is a model-based approach to make use of measurable indicators in order 
to obtain a risk picture that is continuously or periodically updated. The approach comes with a 
process of three steps. First, an initial risk analysis is conducted to identify and model possible threat 
scenarios and unwanted incidents. Second, key indicators are identified that may be relevant for 
determining likelihoods and consequences for the risk model. Third, functions are defined for 
calculating likelihoods and consequences based on the indicators. Using this model-based approach, 
managers and other stakeholders are provided a high-level view of the current system security by 
observing the updates of the risk models. 

Closely related to this notion of indicators is the notion of ICT security metrics for measuring 
information security. The NIST Performance Measurement Guide for Information Security [51] aims to 
assist in the development, selection, and implementation of suitable measures to this end. The guide 
moreover provides several candidate measures, such as the percentage of information system 
security personnel that have received security training, or the percentage of individuals screened 
before being granted access to organizational information and information systems. Unlike the 
approach in [67], the NIST guidelines do not necessarily aim to establish explicit frequency, 
consequence, and risk levels from the identified set of metrics. 

The approach proposed in [62] focuses on the security of dynamic services in the more complex 
setting of systems of systems. The latter are collections of systems interconnected through the 
exchange of services. The authors propose a method to support the capturing and the monitoring of 
the impact of service dependencies on the security of the provided services. The method is divided 
into four main steps: i) documenting the system of systems and ICT service dependencies, ii) 
establishing the impact of service dependencies on the security risk of provided services, iii) identifying 
measureable indicators for dynamic monitoring, and iv) specifying the indicator design and use. In a 
different publication [63], the same authors address the related problem of designing the indicators to 
be monitored. For the security risk monitoring to be correct, it is of course crucial that the selected 
indicators provide a valid view of the risk picture and the monitored risk level. A method is presented 
and exemplified for identifying relevant key indicators and evaluating their validity. 

Adequate tool-support is obviously a necessity for enabling security risk monitoring and the continuous 
aggregation of measured indicator values to generate the updated risk levels. Within business 
intelligence (BI) there exist several tools that support enterprise level monitoring. Digital dashboards 
[54] visualize monitored data to provide an intuitive representation, allowing managers to monitor the 
progress towards identified enterprise level goals. Data mining [56] uses techniques from statistics and 
artificial intelligence to identify patterns in large set of business data. Process mining [47] extracts 
information about business process using event logs. Both data and process mining use historical data 
as input. In [64], an architectural pattern for enterprise level monitoring tools that uses both real-time 
and historical data is proposed. The idea is that the pattern should serve as a generic basis for 
building tools with features for collecting low-level data from the ICT infrastructure, aggregating the 
collected low-level data, evaluating the aggregated data, presenting the aggregated data and the 
evaluation results to different stakeholders, as well as features for doing the necessary configurations. 
The architectural pattern is not limited to tools for security risk monitoring, but the authors demonstrate 
its use by the implementation of a run-time risk monitor using CORAS for risk modeling. MASTER 
ESB [52] is a monitoring tool closely related to this pattern. The tool is for the monitoring of compliance 
with access and usage policies by monitoring low-level data that is aggregated and evaluated against 
the specified policies. 
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Krautsevich et al. [60][61] propose an approach to make use of run-time attribute monitoring to support 
risk-based enforcement of usage control (UCON) policies. Some existing approaches [49][53][71] 
already propose the use of risk assessment to support access control, but focus only on the problem 
of authorization prior to granting access. Krautsevich et al., on the other hand, stress the dynamic 
nature of UCON where authorization may change over time. Because UCON decisions are based on 
mutable attributes, the values of which evolve, the reference monitor continuously needs to reevaluate 
the enforcement decisions by continuously reassessing the involved risks. 

In the envisaged RASEN framework, we will leverage traceability techniques to support continuous 
security risk assessment, since this is an efficient means of linking parts and aspects of the target of 
analysis to the risk models that need to be kept valid and up to date. Moreover, with our approach to 
test-based risk assessment, support for traceability will in particular be developed for linking test 
results to the continuous risk assessment activities. The testing will include not only monitoring, as 
discussed in this section, but also active testing as discussed in Section 0. Additionally, and more 
important, RASEN will strongly leverage our techniques for compositional security risk assessment to 
support continuous risk assessment. Because compositional assessment is not well-supported by the 
current state of the art, existing techniques for continuous risk assessment generally make use of 
variants of traceability and monitoring. Adequate techniques and tools for compositionality, on the 
other hand, have the potential to strongly facilitate continuous assessment by the support for rapidly 
reassessing only the parts of the system that have changed. 
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5 RASEN Baseline 
In this section we recapitulate by describing the baseline for the upcoming RASEN R&D activities of 
WP3. The baseline consists of state of the art techniques and tools that we believe are a good starting 
point for addressing the research questions that are relevant for this work package. The section is 
structured according to the state of the art sections of this deliverable, which also corresponds to the 
three main research tasks of WP3. 

5.1 Baseline for Compositional and Modular Security Risk 
Assessment 

One of the research questions that RASEN addresses is how to use composition to make security 
assessment of large scale networked systems more feasible. As discussed in Section 2, there is very 
little support for compositional risk modeling and assessment in existing approaches and techniques. 
We envisage that such techniques would substantially facilitate risk assessment of large systems by 
decomposing the target system into smaller, manageable parts. As part of the RASEN baseline we will 
build on established and well known techniques for risk modeling. We aim to develop novel principles 
and techniques that as much as possible can be instantiated by existing notations such as ETA, FTA, 
Bayesian networks, cause-consequence diagrams, etc. For this purpose we will use risk graphs [5] as 
the starting point and baseline for compositional risk modeling. Risk graphs are defined by a formal 
syntax and semantics, and also come with a calculus for precise and rigorous analysis. Moreover, risk 
graphs can be understood as a common abstraction of several established risk modeling techniques, 
which means that the risk graph formalization and its calculus can be instantiated by these. In RASEN 
we will extend the formalization of risk graphs to enable modularity. We also aim to demonstrate the 
application of these techniques in possible instantiations, such as CORAS. These instantiations will 
moreover be evaluated and validated in the industrial case studies. 

When developing techniques for modularity and compositional assessment, we will carefully consider 
existing work such as dependent risk graphs and Dependent CORAS [28], as well as the CORAS 
extension in [46] to support reuse of risk analysis results. In this setting, the RASEN project will also 
investigate another relevant research question, namely to what extent criteria for valid composition of 
risk assessment results can be related to valid criteria for composition of security test results. Such 
criteria are needed to make efficient use of test-based risk assessment in a compositional setting. As 
part of the RASEN baseline, we will explore the potential of leveraging traceability techniques similar 
to those presented in Section 0. By building such traceability to relate test results and risk models, 
there may be a potential to extend the approach with criteria for valid composition of both risk results 
and test results, as well as the traceability between them. 

5.2 Baseline for Test-Based Risk Identification and Estimation 
As discussed in Section 0, we are only aware of three approaches that provide some support for test-
based security risk assessment. The approach of Wong et al. [84] is only applicable to source code 
analysis, which is too restrictive considering the challenges addressed by RASEN. The approach of 
Erdogan et al. [82] is based on precise risk models, but no technique for updating the risk model 
based on test results is proposed. The approach of Benet el. al. [81] does describe how the test 
results can impact the risk picture, but their notion of risk model is imprecise. 

The approach of Erdogan et al. and Benet complement each other in the sense that the strength of 
one approach is a weakness of the other and vice versa. A part of the RASEN baseline with respect to 
test-based security risk assessment will therefore be the combination of these two approaches. This 
will involve applying the ideas of Benet on how test results impact the risks in the setting of CORAS 
risk models [28]. To achieve this, the CORAS risk model language may have to be extended with new 
language constructs. Such an extension will also be developed for risk graphs to ensure applicability 
of our techniques beyond CORAS. 

In the context of complex networked systems, application security risks are nowadays among the most 
prominent risks. As mentioned by in [85] “Attacks have changed from noisy, mass attacks aimed at 
large numbers of systems to targeted and financially motivated attacks that are highly focused on 
manipulating applications and stealing or tampering with sensitive data. Hackers often use low-cost or 
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free tools to scan for and find exploitable application vulnerabilities. […] The most critical impact of 
using application security is minimizing the risk of the possible exploitation of application 
vulnerabilities. Adopting application security will enable organizations to detect the vulnerabilities 
embedded in applications before hackers detect them. Also, applying application security enables 
early detection of security vulnerabilities with early (and thus, less expensive) remediation.” 

In the RASEN test-based risk assessment approach, security testing will be used to detect potential 
vulnerabilities, using various techniques such as Dynamic Application Security Testing (Web 
vulnerability Scanners, Model-based vulnerability testing, Fuzzing) and Static Application Security 
Testing (code scanning, static analysis). These automated testing techniques provide as results 
vulnerability detection, including impact metrics and reference to vulnerability databases (such as CVE 
[86] or OWASP [89]). Moreover, securing testing will help to discover new potential vulnerabilities that 
have been identified in the previous risk identification phase. 

Figure 4 presents a first picture of the RASEN approach to test-based risk identification and 
estimation. In this approach, security testing interacts with all phases of the risk assessment (risk 
identification, risk analysis and risk estimation), but also with the risk treatment phase. Here, by 
security testing, we mean mainly automated vulnerability testing using techniques and tools such as 
web vulnerability scanners, model-based vulnerability testing tools and fuzzing techniques. These 
techniques are presented in more details in RASEN Deliverable D4.1.1. 

The possible influence of security testing activities on risk assessment includes the following: 

• Risk identification. It is almost impossible to have a comprehensive identification of existing 
potential vulnerabilities in a web application without testing it. Vulnerability databases, such as 
CVE [86], and forums help, but this is obviously related to already disclosed vulnerabilities. 
Application security testing may discover further vulnerabilities, thereby contributing to the 
security risk identification.  

• Risk analysis. One common problem of automated application security testing tools is their 
potential to provide false positives (see for example [90] for web application vulnerability 
scanners). Therefore, risk analysis will investigate the potential impact of each of the detected 
vulnerabilities by security testing. 

• Risk evaluation. In order to determine the significance of the detected vulnerabilities after the 
security testing and the risk analysis phase, a ranking can be specified by using an estimation 
approach such that the Common Vulnerability Scoring System (CVSS) [88]. The CVSS 
provides an open framework for communicating the characteristics and impacts of ICT 
vulnerabilities. 

• Risk treatment. Depending of risk assessment phases, remediation actions may be decided 
and implemented. Then, security testing is used to confirm the mitigation of identified risks. 
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Figure 4 - RASEN approach for test-based risk assessment and treatment 

5.3 Baseline for Continuous Security Risk Assessment 
Today, many enterprises rely on some kind of continuous assessment of information, monitoring of 
pattern and the identification of risk. Over the past years supporting software and tool chains evolved 
and stabilized, providing a sound basis upon which risk assessment can be conducted. However, as 
networked ICT systems and services become larger and more complex, heterogeneous and dynamic, 
the problem of continuously maintaining a valid risk picture becomes increasingly challenging. 

In addressing these challenges, we will build on existing techniques for traceability (e.g. [50][65][69]) to 
facilitate rapid identification of risks that need to be reassessed given changes in the target of analysis. 
Traceability is moreover an adequate means for maintaining the mutual consistency between model 
artifacts, for example between risk models and target models, or risk models and test models. We will 
also build on existing techniques for test-based risk identification, which means that the RASEN 
baseline in this respect, as described above, is relevant also for continuous security risk assessment. 

Furthermore, in the context of the RASEN project, we will utilize our own techniques for compositional 
risk assessment to facilitate continuous risk assessment. Hence, in the course of the project, the WP3 
task of developing tools and techniques for compositional assessment largely precedes the task of 
developing support for continuous assessment. As part of the common RASEN WP3 baseline, we will 
use as starting point the risk graph notation to do continuous risk modeling and to build the traceability 
links between the risk models and related model artifacts. 
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6 Summary 
In the information society of today, networked ICT systems and services become ever more complex, 
heterogeneous and dynamic. Moreover, networked service and computing environments cross 
organizational and geographic borders, adding further to the complexity of managing security and 
assessing the involved security risks. 

RASEN WP3 aims to provide means to tackle these challenges by developing novel tools and 
techniques for compositional security risk assessment. Compositional techniques should allow 
complex systems to be assessed by addressing small and manageable parts of the system in 
isolation, for later composing the risk assessment results of each part to generate the global risk 
picture. Compositionality should also facilitate continuous risk assessment by the support for 
reassessment of only the parts of the system that have changed. 

A further challenge addressed by RASEN is how to systematically combine high-level security risk 
assessment with low-level security testing. The objective of WP3 regarding this challenge is to develop 
techniques and tools for test-based security risk assessment. 

In this deliverable we have given an overview of relevant state of the art, structured according to the 
three main research tasks of WP3. Task T3.1 is on compositional security risk assessment, the state 
of the art for which is described in Section 2. Task T3.2 is on test-based risk identification and 
estimation, which is described in Section 0. Task T3.3 is on continuous risk assessment of large scale 
system by use of test-based indicators, which is described in Section 0. 

As a summary, we briefly conclude in the following on each of the relevant RASEN research questions 
listed in the introduction: 

• To what extent can we use composition to make security assessment of large scale 
networked systems more feasible and understandable? As discussed in Section 2, techniques 
for modularity and decomposition are virtually non-existent within risk management and 
security risk assessment. There exists some support for component-based risk assessment, 
where individual components can be assessed in isolation, but there is still a need for 
techniques and tools to support systematic composition and decomposition of risk models for 
large networked ICT systems and services in general.  

• To what extent can we relate criteria for valid composition of security risk assessment results 
to criteria for valid composition of security test results? This research question is crucial given 
the RASEN objective of developing support for combining test-based security risk assessment 
and compositional risk assessment. As discussed in Section 2 and Section 0, this is a 
completely open research question given the state of the art. First, adequate and efficient 
criteria for compositional risk assessment alone pose a timely research question. Second, 
relating such criteria to criteria for composition of security test results require better techniques 
for enabling test-based risk assessment than what is offered by the current state of the art. 

• To what extent can we support reuse of security risk assessments to make security 
assessment of large scale networked systems more feasible? As discussed in Section 0, there 
exist some support for continuous risk assessment that facilitate reuse in the sense that risk 
assessment results that are not affected by change should not be analyzed anew. In the 
context of the RASEN project, novel techniques for risk composition will serve as the most 
important means for reuse of assessment results. 

• What are good methods and tools for aggregating test results—obtained by both active testing 
and passive testing (monitoring)—to the risk assessment? Test-based risk assessment 
requires means for how to make use of test results at the risk assessment level. For this 
research question, there many existing techniques, tools, guidelines and standards that can 
be utilized, as discussed in Section 0 and Section 0. In WP3 we will leverage such techniques 
while adapting them to support the overall RASEN tool-supported framework for test-based 
security risk assessment. 

• How can test results be exploited to obtain a more correct risk picture? This research question 
is more general than the above ones in the sense that there are a wide range of different 
approaches to make use of testing to support risk assessment. In RASEN WP3 we will build 
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on existing techniques, but most importantly address this research question by investigating 
the support that we develop within the RASEN framework as a whole. In particular, a guiding 
principle for the WP3 R&D work is that our techniques and tools for compositional and test-
based security risk assessment indeed should contribute to obtaining and maintaining a 
correct risk picture for large and complex networked systems and services. 
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