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Deliverable Summary

In this report we present the results after the first year and a half in WP3 regarding Intelligent
Monitoring and Adaptation Services, which consists of two major components: context
recognition and configuration planning. The prototypes of these two components have been
further developed, and their integration is more advanced than after the first year. The context
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activities. The configuration planner no longer expects to receive all goals (state variable requests)
at the same time but can instead extend an existing configuration in order to accommodate new
goals.
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1 Introduction

In this document we present the progress made between M12 and M18 in
WP3 regarding Intelligent Monitoring and Adaptation Services, which con-
sists of two major components: context recognition and configuration plan-
ning. In the previous report of WP3, Deliverable 3.1 at M12, we presented
prototypes of these two components, as well as a simple integration. We also
presented a demo in which the GiraffPlus system at the Angen test site was
automatically configured and activities were inferred and displayed. In this
report, we present a more advanced integration of the two components in
which the context recognition, given a set of requested activities, can infer
what state variables to observe in the environment, and in which the configu-
ration planner can respond to a stream of requests from the context recogni-
tion and modify the current configuration accordingly. We also present work
on developing heuristics for the configuration planner.

Beside these improvements, we have made a considerable effort to update
the interfaces to the evolving GiraffPlus system, including the new middle-
ware and the new structure of the database, as well as to the Data Visual-
ization, Personalization and Interaction Services. Some of the former work is
reported in D2.2, and some of the latter work will be reported in D3.1.

From a software perspective, the integration between the two components
is also changing: the configuration planner was intially a completely stand-
alone component but is now becoming an integrated part of the data pre-
processing module of the context recognition. The preprocessing module was
previously set up manually (see D3.1.), and contained what from the configu-
ration planner’s perspective could be seen as processing functionalities. With
the new integration this is done automatically by the configuration planner.
The latter will also in time have available a larger library of preprocessing
tools (functionalities).
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Relevant WP3 tasks and deliverables

The following tasks end delivergbles in WP3 have been active or become
active soon:

Task 3.1 Long-term context recognition (OrU)
Task 3.2 Configuration planning for efficient activity recognition (OrU)

Task 3.3 Integration of context inference and configuration planning

(OrU)
Task 3.4 Long-term trend analysis (OrU), starting M18.
Task 3.5 Deployment (OrU, CNR-ISTC, MDH)

D3.1) Context inference and configuration planning prototypes: Initial
prototypes of context recognition and configuration planning systems.
A report will describe the prototypes. [month 12]

D3.2) Integrated and refined reasoning infrastructure and deployed pro-
totypes: A prototype of an integration of context inference and config-
uration systems, in which the former can give tasks to the latter. A
report will describe the prototype. [month 18]



3 Context recognition: Inferring state vari-
ables from activities

Recall that in order to infer context, the generated set of intervals are com-
bined with a model consisting of rules like the following:

Cooking Equals Stove.on A Cooking During Kitchen.presence.

Here, Cooking is an activity, which can be inferred from the state variables
Stove.on and Kitchen.presence. The state variables shoulds be properties
and relations that can be observed through sensors.

In the previous deliverable (D3.1), there was a fixed set of activities that
were monitored all the time. In addition, what state variables to monitor
was manually specified. When the GiraffPlus system was started, all these
variables were immediately sent to the configuration planner, which then
generated a configuration.

For this deliverable, the context recognition can be given activity requests
at different points in time. For each activity request, the context recognition
goes through the rules with the activity on the left side and forms a set of the
state variables on the right side. The latter are then sent to the configuration
planner. As there might be activities defined in terms of other activities
(and not state variables) in a hierarchical fashion, this process might involve
several levels of rules.

The requests for activities are later supposed to come from the Data Visu-
alization, Personalization and Interaction Services (DVPIS), where secondary
users select activites of interest. Eventually, the secondary users will also use
the DVPIS to select or modify the inference rules of the context recognition.



4 Configuration planning: extending configu-
ration with new goals

Recall that a configuration is a set of selected sensors, actuators and computa-
tional processes, collectively called functionalities, that exchange information
in order to solve a task. This task may be to observe one or more state vari-
ables, and/or to change some state variables through actuation. Some tasks
may also require several steps, in particular if actuation is involved.

A configuration planning problem consists of a goal, an initial state and
a set of available functionality instances. The goal is given in the form of
a set of information and/or causal requirements that need to be satisfied.
The planner then converts these elements into a partial configuration that
contains a stub functionality instance with the same causal and information
requirements as the goal contains. The initial state is also transformed into
a functionality, with the state variables of the initial state as effects.

The planner works by identifying unsatisfied inputs and preconditions,
collectively called flaws, in the current partial configuration, selecting one
of those flaws and extending the partial configuration in different ways in
order to satisfy that input/precondition. The planner then continues to work
recursively on the extended configurations. When there are no flaw left, an
admissible configuration has been found.

In order to handle a stream of goals, the configuration planner has been
extended as follows:

e Once an admissible configuration has been found, the planner remem-
bers this configuration.

e When additional goals are received, a new goal functionality is added
to the current configuration.

e The planner is restarted, identifies the flaws in the new goal function-
ality and (if possible) generates a new admissible configuration.



5 Configuration planning: heuristics

In order to have a high-performance configuration planner, we have devel-
oped a number of heuristics inspired by histogram-based techniques used by
constraint satisfaction algorithms. These heuristics are of two types:

1. Heuristics for ordering configurations: the search front of the planner
consists of a set of partial configurations (search nodes), and these
heuristics are intended to guide search towards the most promising
partial configurations in the search front.

2. Heuristics for selecting the next requirement to satisfy in a given par-
tial configuration (search node): there are typically a number of open
requirements in a partial configuration, and these heuristics are for
determining which one of those to focus on first.

The following heuristics utilizes a histogram built with the frequencies of
the sources in every avaialbe functionality instance. Sources are associated in
bins that share the same property and format. A second histogram is built
with the frequencies of the requirements in a similar fashion.

5.1 Heuristics for ordering configurations

We have selected a number of heuristics that can be used to prune the search
front according to different criteria and sorting it. Each heuristic is intended
to use local information.

5.1.1 No support pruning (NSP)

This heuristic is useful to prune away configurations in which any require-
ment cannot be satisfied by any other source from the functionality instances
in the current configuration (unsupported requirement). The heuristic value
becomes minus one (-1) when a configuration contains at least one unsup-
ported unsatisfied requirement, and one (1) when the configuration contains
no unsupported or unsatisfied links.

5.1.2 Sum variance ratio (SVR)

The Sum variance ratio (SVR) heuristic aims to favor smaller values of vari-
ance in the histogram of sources, as well as shallower configurations with less
requirements to satisfy is the smallest value in the source histogram, while
also favoring configurations with better support for their unsatisfied links
(the total number of sources for all requirements).
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5.1.3 Highest smallest support (HSS)

The highest smallest support (HSS) heuristic aims to favor configurations
with the highest smallest support, while favoring smaller configurations and
available requirements. This heuristic is only reliable when chained with a
heuristic that previously pruned away nodes with functionalities with no
requirements.

5.2 Heuristics for selecting the next requirement to
satisfy

For choosing the next requirement to satisfy, we consider the following heuris-
tics:

5.2.1 Fail-first (FF)

This heuristic is based on the Fail-First principle by Haralick and Elliott
Haralick and Elliott [1980]. It selects the most failure-prone unsatisfied re-
quirement in a partial configuration, by sorting a histogram combining causal
and information sources in increasing order of frequencies, and selecting the
first element.

5.2.2 Rho heuristic

The Rho heuristic, which is a heuristic for constrainedness, was proposed
by Gent et al. [1996]. Rho branches into the children that maximize the
solution density of a problem by choosing the requirement with most and/or
the tightest constraints. Rho favors expanding over the requirement that has
the smallest fraction of sources that can satisfy it. We can calculate such
fraction by dividing the number of sources that can satisfy the requirement,
by the number of available requirements. We can also use the number of
available requirements to discriminate over information and causal sources,
or we could consider them overall, with different results.
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