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Executive Summary

This deliverable describes and summarizes in detailv key selected algorithms and technologies were
both developed and integrated jointly into the efi#iht platforms and testbeds, provided within

Workpackage (WP) 6.

Among all the concepts and algorithms developetiiwmiBeFEMTO, a particular attention was given to
the demonstration of the following technologieshivitBeFEMTO various testbeds.

- In Testbed 1, th&0ON principle relying on graph colouring and dynamic frequerneyse for a
ubiquitous access will be evaluated in real-time.

- In Testbed 2,distributed routing and traffic offload within an all-wireless network of
femtocells will be investigated through the evalwatof dynamic backpressure routing
algorithm. Testbed 2 will also demonstrate the beé the Local Femto Gateway concept
introduced in BeFEMTO to deal withaffic breakout, routing or control within a network of
femtocells using the luh-tap functionality (dissectof luh messages on the fly).

- In Testbed 3subscriber authentication based on a removable UICC card will be investigated
allowing one user to have access wherever he wara its services/content delivered through
different radio interfaces provided by the multiti@FemtoNode.

To this end, this deliverable gives a clear viewtlo@ algorithms and the testbed set-up supportieg t
previous demo scenarios. Key building block intigraand the interface finalization are addressed t
ensure a consistent joint integration before thalfialidation phase.
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1. Introduction

This deliverable presents the integration and fater specification of selected algorithms to be
demonstrated through the various testbeds prowidddn WP6. These algorithms have been developed
by the other BeFEMTO Work Packages (WP3, WP4, WPE) dose Work Package interaction was
ensured to set-up a meaningful, and relevant dedgcton process accordingly to both the real world
limitations of the platforms and interest of algoms. Each section of this deliverable deals witle o
specific testbed [1].

As a common basis for each section, the algoritfdog/n-selected within the WP6) are briefly recalled
for each testbed with a description of the demamade envisaged at this stage of the project. Sipeci
key performance indicators are given to assessubeess of the demo. Key building blocks integratio
and interface specifications are given to ensureolaerent comprehension and integration of these
algorithms amongst the involved partners.

More specifically:

- In Testbed 1self-organisation network (SON) will be demonstrated using graph colouring
associated with dynamic frequency reuse.

- In Testbed 2distributed routing algorithm will be tested within a network of femtocells
wirelessly connected to each other. The BeFEMI0al Femto Gateway |uh-Tap capability
(dissection of luh messages on the fly) will algcelvaluated.

- In Testbed 3authentication of one femtocell subscriber will be implementedtigh the use of
a removable UICC card to insert in order to allowaathentication procedure regardless of the
geographical location.

- In Testbed 4fault diagnosis analysis was supposédo be evaluated in an enterprise networked
femtocells context, using the BeFEMTO Local Femtte@day to host diagnosis components.

1 Due to internal reassignment which occurred dutirgsecond year of the project within one parttis, testbed
had to be discontinued. Despite noticeable progeessented here, the content is still incomplei strould be
regarded as work in progress.
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2. Testbedl, Sandalone LTE Radio

Testbed 1 is composed of the three (3) main pdrta emtocell that implement an air interface
equivalent to the Uu interface [1]:

- the Radio Frequency (RF) Front End,
- the Physical Layer (PHY),
- the Protocol Stack (layer 2 and 3, which includeesitiler and RRM).

Testbed 1 provides the possibility to show différelE-A radio technology algorithms; its architetu
is depicted in Figure 2-1.

Home eNodeB 2

~

(¢

DL interference

S
Q
X Home
~ eNodeB1 DL transmission
Application 2x2 Tx Diversity
Server

Figure 2-1: Testbed1 architecture

The algorithm down-selected by Testbed 1 partndide first presented. This algorithm was proposed
in the context of [3]. The reason for this downeséibn is given in Appendix A, together with thstlof
some algorithms derived from the work of WP3/WP4s&iption of the main testbed building blocks
and their interfaces will then be given. Finallgime milestones will be presented through Testbedrk
plan ensuring a synchronisation between the diftgpartners.

2.1 Extended Graph-Based Dynamic Frequency Reuse

2.1.1 Short Description

In this scheme developed in [2] and [3], graph thas used to mitigate interference by performing a
dynamic partitioning of the frequency resourcesglsibbands. Indeed, using graph theory terminglogy
HeNBs are identified to "nodes" while "edges" cornneleNBs that interfere with each other. By
assuming each colour is a different subband, ahgecafouring algorithm will assign subbands so thst
HeNBs connected with edges should not use the sabimasd. This straightforward application of graph
colouring leads to a uniform partitioning of resoces, where each HeNB receives the same number of
subbands.

This is suboptimal when considering that all HeNBsndt experience the same interference conditions.
HeNB facing less interference could be assigned reobbands and vice-versa, which would lead to an
increase in the network resource efficiency. Suchalgorithm, coined "Graph theory-based dynamic
frequency reuse” (GB-DFR) has been presented inr{2R] GB-DFR has been further enhanced with the
objective of increasing the cell-edge capacity sthihaintaining high subband utilization. Two claseé
subbands have been defined, primary subbands éR8sgecondary subbands (SSs). PSs are assigned by
a central controller similar to GB-DFR to proteetleedge UEs facing high interference.

However, according to their location, or equivaleriheir perceived interference condition, usersyma
require less protection, which is typically theead .cell centre users. This situation can beated to
increase frequency reuse. Indeed, a HeNB whoses Ri8dicated to central users only can release the
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constraints on this PS, by allowing neighbourinfisc® use it. In this case, the neighbouring HeNB ¢
only use this additional subband for its own cdntreers, since a cell edge user would be highly
interfered by the PS of the original cell. In te&se, the additional subband is "secondary" irstémse
that in contrast to PSs, it cannot be used atetijes. Consequently, the usage of the PSs boosézigel
capacity, whereas the SSs increase the spatia cfuissources especially for multi-user deploymment

Inner regiol

PS,

Outer regiol

Figure 2-2: PS(resp. SS) allocation in outer (resp. inner) part of a cell

2.1.2 Demo Scenario and KPIs

Testbedl is composed of two HeNBs and one UE, dsaitedl in Figure 2-1, the UE being
connected to one of the HeNB, while the second HelMtes interference. It is assumed that
GB-DFR has been run offline, leading to assigning ®SHeNB1 and PS2 to HeNB2.

At the beginning of the communication, UE is al eelge of its serving cell HeNB1, thus highly
interfered by HeNB2. The fact that the UE is locaa¢dell-edge is assessed by measuring PS1
and PS2 SINRs (SINR1 and SINR2 respectively) and cdmpahem with predefined
thresholds. SINR1 is high enough to ensure requedtsi but lower than the threshold which
defines the border between cell-edge and cell eeBiNR2 is lower than the threshold for QoS
guarantee.

Then, the UE moves towards cell centre, as shoviaiguare 2-3. The fact that the UE belongs to
cell centre is assessed by SINR1, which increasegeaa certain threshold. When detecting
such a situation, HeNB1 assigns subband 2 to thasJ&S. Success is assessed by ensuring UE
QoS is maintained.

KPIs: In practice, we will run a video, and it will ba@vn that the quality is good with both
subbands assignments. In addition, we will disptey modulation constellation in both cases.
We will measure the bit error rate (BER) and throughp

Frequency /‘ )
PS2 ‘

i
—/

/
M A dome
/ Home

\J
4 / eNodeB2
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() Frequency PS1 JM
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S>>
&
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Application
Server

DL transmission
2x2 Tx Duersng
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Figure 2-3 FUE served by HENB1 moves from cell edge (l€ft), to cell centre (right)
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2.2 Key Building Blocks and I ntegration Specification

2.2.1 RF Front-end

2.2.1.1 Short Description

The RF front-end block is composed in Testbed Iwvay transmitters, for (H)eNB1 and (H)eNB2, and
one receiver, for UE. These blocks receive as puatithe data sent by the Magali platform (transmitt
case) and deliver the data sent over the air td/dgali receiver (receiver case). The operatiogudescy
band of this part is from 2620 to 2690MHz (DL of Bar).

2.2.1.2 Integration
A short overview of transmitter and receiver igegi below, including their main and features.

22.1.21 Transmitter
The RF front-end transmitter is described in thet idock diagram.

DUAL LEMO
CONNECTOR

Data
IN

-

DUAL LEMO
CONNECTOR

T
IN

Control HeNB2 RF board  |RJ9(Receptacle)

(Tx3 and Tx4)
control

Control

Figure 2-4: Transmitter block diagram

The transmitter takes the input signal (data) fidagali platform and converts it to an RF signal,etdin
in 2620-2690 MHz band, by means of a synthesizeal lascillator in the same band (direct conversson
employed). In each HeNB, the transmitter is dupdidain order to enable 2x2 MIMO scheme. Its
architecture conception has taken into account ganetions enabling the interference algorithms.

These are:

- Power control: by introducing one digital attenuator which hdsiB attenuation range (1dB
step) and one variable gain amplifier (with 20dBarige).

- RSSI sniffer: for measuring the surrounding environment. Thidudes a switch (for switching
the Tx to Rx mode), an amplifier stage and one palegzctor.

- Tx power measurement: in order to monitor the transmitted output poweis composed by a
coupler, and a power detector.

- LO frequency: by means of the synthesized local oscillator Whattows the frequency change
within 2620-2690MHz band in 300 kHz steps.

All of these parameters (and the LO frequency)cardrolled by the Magali platform.
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A control card is included in the transmitter chamorder to translate the commands of MagalhtoRF
stages. The control parameters in this chain arersrised in Table 2-1 below.

Table 2-1: HENB Transmitter control parameters

HeNB Tx
PAR,\'IAAMMEEER FROM TO DESCRIPTION TYPE RF INVOLVED
Switch
HeNB mode of Vctrl = +5.0V/0V
operation: (Normal Tx
Magali RE Board “Normal Digital mode/Sniffer mode)
HeNB-mode o TTL
Board (HeNB) transmission
” command | HPA
(default)” or | d
“Sniffer mode” Normal Tx mode
(high gain)/Sniffer
mode (shutdown)
Digital Attenuator
0 to 31dB of
attenuation (1dB
Desired Digital stepsy> 5Sbits
Magali RF Board Transmitter
POITX-HeNB | gard (HeNB) Power of the ;:r;—nlgmand HPA
HeNB 0 to 20dB
attenuatior® 1bit
(High gain
mode/bypass mode)
M eas-PotT x- Measured Digital
RF Board Magali Board| transmitted TTL Tx power Detector
HeNB
power of HeNB2| command
. Measured sniffer| Digital .
= . .
M eas-sniffer RF Board Magali Board| power received | TTL Sniffer power
HeNB ; detector
in HeNB command | —/————
. Local Oscillator | Digital
FLL freqguency
L O-frequency I\B/lgag\]r?j“ ?_'Feﬁcé‘;‘rd Frequency TTL PLnIEh];Z;mC
HeNB command | YNESIZEL

Main features of each individual transmitter chaia summarized in Table 2-2 below.

Table 2-2: Transmitter characteristics

Parameter

Value

Output Frequency

2620-2690MHz

OP1dB +24.5dBm
Gain (dB) 15.5dB
Nominal Output Power +7dBm

Attenuation Range
(Tx Power control)

From 0O to 51dB:
from O to 31dB (1dB step)
from 31 to 51dB (20dB step)

OL Phase Noise

-65dBc/Hz @ 10Hz
-77dBc/Hz @ 100Hz

-77dBc/Hz @ 1kHz
-102dBc/Hz @ 10kHz
-121dBc/Hz @ 100kHz

Sniffer Sensibility

-71dBm to -17dBm

Page 17 (81)




BdFem(

2.2.1.2.2 Receiver
The scheme followed by the receiver for implemanthe UE is depicted below in the Figure 2-5 .

D6.2v1.0

DUAL LEMO
CONNECTOR

| Data
Q OUT

SMA
CON

SMA(f)
CONNE

-

DUAL LEMO
CONNECTOR

:t:‘{il Data
Q OuUT

SMA
CON

Control UE RF board (Rx1 and

Rx2)
Control

Figure 2-5: Receiver block diagram

This module takes the signal which is received dkierair and converts it to baseband (using theesam
local oscillator scheme than in the transmitteegasd delivers it to Magali. Like in the transmittase,
two identical chains are developed in order to n@k2 MIMO scheme. It also incorporates a control
board, which translates the commands of Magalfqiat for the RF stages. In this case, the paranteter
control in the receiver is the input frequencyptigh a synthesized local oscillator.

Table 2-3 shows a summary with the parametersntraldn the receiver part of the RF front-end.

Table 2-3: Control parameters of UE Receiver

UE Receiver
PAIT\I'AA'\:AEETER FROM TO DESCRIPTION TYPE RF INVOLVED
p LNA2
. LNA“Normal | iy il | Vertl = +5.0v/0V
Byp-LNA2- Magali operation
RF Board B TTL (normal
UE Board (default)” or .
. » | command | operation/bypass
Bypass mode
mode)
. . Digital
Magali RF Board Local Oscillator PLL frequency
LO-freq-UE TTL .
Board Frequency UE command synthesizer
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Finally, main features of the UE receiver are shawthe Table 2-4.

Table 2-4: Receiver main features

Par ameter Value
Noise Figure 3.1dB
Sensibility @

BW=20MHz, SNR=0dB -97dBm

-65dBc/Hz @ 10Hz
-77dBc/Hz @ 100Hz

-77dBc/Hz @ 1kHz
-102dBc/Hz @ 10kHz
-121dBc/Hz @ 100kHz

LO Phase Noise

28dB (RF fixed)
+

39.5dB to -30.0dB (demodulator AGQC
+

Gain (dB)

7.2VIV BB amplification

2.2.1.3 Interfaces

The RF front-end interacts with PHY (Magali Platfgrmhich controls its main parameters in order to
implement the above presented algorithms. FiguBesBows a block diagram with the main connections

between these two platforms.

—
‘ MAGALI Boardl
HeNB1 Tx

u
‘ RF Board1
I1Q TX2 HeNB1 Tx
W3 i
serving UE
RJ9 ( g UE)
7777W°‘_T7777

1/Q Tx1 e I/
RF Board2

HeNB2 Tx i Tx4‘

MAGALI Boardzj‘
HeNB2 Tx

| (serving UE) (interference) 237 (interference)
2 |g — W8 —_—
N W13
X| X
S §s) NS
é o W4
[ 1 S
‘ RF Clock FD
\ Board
L
X
0 3 . -
5O TLUQRxL ]
w W10
= RFBoard3 |0 Ryo | MAGALI Boards |
© UE (Rx) wit ] UE (Rx) |
_Rus |
w15 — w12 77T77J

Figure 2-6: Scheme of connections between RF front-end and PHY

A more detailed description is given in the follogitables (Table 2-5, Table 2-6, Table 2-7), which
describe all the connections between RF front-emtlMagali platform for (H)eNB1, (H)eNB2 and UE,

respectively.
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Table 2-5: HeNB1 interfaces description
HeNB1
NATURE AND
NAME FROM TO DESCRIPTION TYPE RANGE
Magali S
RF clock Board1 HeNB1-CLk1 | DualLEMO - Pin A: 10MHz,
w1 i (m) - Dual +0dBm +-3dB
board (HeNB1: Tx1 CABLE L -
LEMO (m) Pin B: No signal
and Tx2)
Magali Board1 | RF Board1 Dual LEMO | FinA:500mVpp
) HeNB1-TX1 (default)
W2 (HeNB1: Tx1 (HeNB1 CABLE (m) - Dual Pin B: 500mVpp
and Tx2) serving UE) LEMO (m) (default)
Magali Boardl | RF Board1 Dual LEMO | FMA:500mVpp
) HeNB1-TX2 (default)
w3 (HeNB1: Tx1 (HeNB1 (m) - Dual R
and Tx2) serving UE) CABLE LEMO (m) Pin B: 500mVpp
(default)
Pin 1: RS232 out
BB - in RF RS232
. RF Boardl standard (+/-4V)
wa “?ggﬁ'g?_o?_;dll (HeNB1 HeNB1-RJ9 44PP44CC(E"‘|"3))' Pin 2: GND
and T>.(2) serving UE) CABLE piug Pin 3: RS232 out
RF - in BB RS232
standard (+/-4V)
Pin 4: GND
RF clock RFBoardl |\ \picika | SMA(M)- Reference
wis board (HeNB1 CABLE SMA (m) (10MHz)
serving UE) +3dBm to +4dBm
Table 2-6: HENB2 interfaces description
HeNB2
NATURE AND
NAME FROM TO DESCRIPTION TYPE RANGE
Magali .
RF clock Dual LEMO Pin A: 10MHz,
W5 board Board2 HeNB2-CLK2 |~ "bual +0dBm +-3dB
(HeNB2: Tx3 CABLE LEMO (m) | Pin B: No signal
and Tx4) ' 9
Magali Board2 | RF Board2 Dual LEMO | F'MA:500mVpp
) HeNB2-TX3 (default)
W6 (HeNB2: Tx3 (HeNB2 (m) - Dual LR
. CABLE Pin B: 500mVpp
and Tx4) interference) LEMO (m)
(default)
Magali Board2 RF Board2 Dual LEMO Pin A: 500mVpp
) HeNB2-TX4 (default)
w7 (HeNB2: Tx3 (HeNB2 (m) - Dual .
. CABLE Pin B: 500mVpp
and Tx4) interference) LEMO (m)
(default)
Pin 1: RS232 out
BB - in RF RS232
. standard (+/-4V)
W8 '\?ﬁgﬁ:gf’%‘é’z R(':Hgﬁaggz HeNB2-RJ9 | 4P4C(plug) - Pin 2: GND
and T 2) interference) CABLE 4P4C(plug) | Pin 3: RS232 out
RF -in BB RS232
standard (+/-4V)
Pin 4: GND
RF Board2 SMA(m) - Reference
W14 Rgo‘zfgk (HeNB2 He'éié’fé“ SMA (m) (10MHz)
interference) +3dBm to +4dBm
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Table 2-7: UE interfaces description

UE
NATURE AND
NAME FROM TO DESCRIPTION TYPE RANGE
RF clock é\;ﬂoi\grzl:lg UE-CLK3 Dual LEMO Pin A: -No signal
W9 board (UE: Rx1 and CABLE (m) - Dual Pin B: 10MHz,
: LEMO (m) +0dBm +-3dB
Rx2)
Pin A: +1,3Vpp
Magali (+650mV / -650
wio | RFBoard3 Board3 UE-RX1 D(L’f)" _LSS’;? mv).
(UE Rx) (UE: Rx1 and CABLE LEMO (m) Pin B: +1,3Vpp
Rx2) (+650mV / -650
mV).
Pin A: +1,3Vpp
Magali (+650mV / -650
wiy | RFBoard3 Board3 UE-RX2 [E:"n"’)" _Lgl'jglo mv).
(UE Rx) (UE: Rx1 and CABLE LEMO (m) Pin B: +1,3Vpp
Rx2) (+650mV / -650
mV).
Pin 1: RS232 out
BB - in RF RS232
standard (+/-4V)
Pin 2: GND
Magali Board3 Pin 3 RS232 out
W12 | (UE:Rx1l and RF Board3 UE-RJ45 8P8C(plug) - | RF -in BB RS232
'sz) (UE Rx) CABLE 8P8C(plug) stan.dard (+/-4V)
Pin 4: GND
Pin 5: Not used
Pin 6: GND
Pin 7: Not used
Pin 8: GND
RF clock RF Board3 UE-CLK6 SMA(m) - Reference
W15 board (UE Rx) CABLE SMA (m) (10MHz)
+3dBm to +4dBm

2.2.2 PHY layer

Testbedl PHY layer is composed of two transmittens(H)eNB1 and (H)eNB2, and one receiver, for
UE. The receiver block implemented on a Magalifptat receives as an input the data from the RF
front-end and the transmitter block implementedaanther Magali platform delivers the data to the RF
front-end to be sent over the air.

Only downlink scheme is implemented over the aire PHY blocks incorporate several operating modes
as well as Channel State Information (CSI) estimagioth feedback which enable the algorithm described
in section 2.1.

2.2.2.1 Downlink Technical Specifications

The downlink transmission scheme implemented on dllaglatform is based on OFDMA access
technology and uses FDD duplex mode (uplink andndiol are operated on two different frequency
carriers). As described in 3GPP [4] the frame s$tmecis made of 20 timeslots; each of the 20 skts
composed of 7 consecutive OFDM symbols. Each uses 2 consecutive slots, equivalent to 1
Transmission Time Interval (TTI), to transmit itatd. Each slot pair associated to one TTI is called
sub-frame.

A first difference with 3GPP appears in the frartrecture used in the Magali platform as illustraied
Figure 2-7. Indeed, 2 extra symbols are insertedhia frame for cell search and synchronization

Page 21 (81)



Bd:en@ D6.2 v1.0

processes of mobile terminals. These symbols aséiqoed in the middle of the frame (after 10 glots
and at the very end of the frame.

1 frame = 10.132 ms

A\ 4

1 TTIl =1 sub-frame = 9983

1 OFDM symbols = 71.3@s
>— . . /

A A
L OFDM symbols for cell searc—__|
and synchronisation

£ p
PL

R

1 slot = 7 OFDM symbols = 499.45 ms
Figure 2-7: Downlink prototype frame structure

This downlink transmission scheme is based on ORBddulation with 15 kHz sub-carrier spacing for
all bandwidths. The various channel bandwidthsodained with varying the number of sub-carriers. |

order to cope with channel time dispersion, a cypliefix is inserted at the beginning of each OFDM
symbol.

A second difference with 3GPP concerns cyclic grdfiration. In 3GPP, it is specified that 6 out/of
symbols have a cyclic prefix duration equal to 4.89 while the 7-th symbol cyclic prefix duratiogual

to 5.61 pus. For sake of simplification, all symbloés/e here the same cyclic prefix duration, nameb®

ps. As a result, a sub-frame lasts 998.9 ps instéddms as in 3GPP, while a frame lasts 10,132 ms
instead of 10 ms as in 3GPP.

Table 2-8 lists the downlink prototype system pagtars. Table 2-9 and Table 2-10 give more details o
system parameters associated to the two channéWidths selected for the prototype: 10 MHz for tslo
and data OFDM symbols. Table 2-11 gives the redehdata rates of downlink prototype operating
modes. Each mode corresponds to a different numb@&hysical Resource Blocks (PRB). A PRB is
composed of 12 adjacent subcarriers for one slaitidun [1].

Table 2-8: Downlink prototype common system parameters

OFDM symbol duration (useful) T 66.66 s
Cyclic prefix duration S 4.69 us
Total OFDM symbol duration ol 71.35 us
Modulation speed 1/ 14.014 kHz
Inter-carrier spacing UT 15 kHz
Slot duration Tiot 0.499 ms
Slot rhythm 1/ Tiot 2 kHz
Number of OFDM symbols per slot sIVbols 7

Frame duration ame 9.989 ms
Frame rhythm 1/ Fame 100.11 Hz
Number of slots per frame M 20

Table 2-9: System parametersfor 1.25 MHz channel bandwidth (pilot and data symbols)

Channel bandwidth 8 1.25 MHz
Sampling clock T 0.52 us
Sampling frequency 1/sT 1.92 MHz
Number of samples per sub-frame s N 959
Frame size N 128
Guard interval size N 9

OFDM symbol size bl 137
Number of sub-carriers null / modulated cN 1/72
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| Occupied bandwidth | B | 1.095 MHz |

Table 2-10: System parametersfor 10 MHz channel bandwidth (pilot and data symbols)

Channel bandwidth 8 10 MHz
Sampling clock k3 65.1 ns
Sampling frequency 1/5T 15.36 MHz
Number of samples per sub-frame s N 7672
Frame size N 1024
Guard interval size N 72

OFDM symbol size N 1096
Number of sub-carriers null / modulated cN 1/600
Occupied bandwidth B8 9.105 MHz

Table 2-11: System capacity of DL operating modes

M odes DL capacity per UE
(1) QPSK, 1/2, 1 PRB _

Birto = 120 bits 0.12 Mbits/s

(3) 16-QAM, 2/3, 2 PRBs )

Binto = 640 bits 0.64 Mbits/s

(5) 64-QAM, 3/4, 10 PRBs _

Binio = 5400 bits 5.4 Mbits/s

For this downlink prototype, a 2x2 MIMO scheme lthea Alamouti transmit diversity has been chosen,
which means that one codeword is transmitted ondntennas. This scheme has been identified as a
relevant scenario that increases the robustnestheoftransmission by making use of the MIMO
configuration, while allowing for low implementaticomplexity.

2.2.2.2 Platform Hardware Architecture

As shown in Figure 2-8, the baseband platform sidadly composed of three main parts: the Magali
chip, a Xilinx Virtex-5 FPGA and versatile interez The Magali chip is used to speed up computtion
of high-performance functions and to support basnctions of a signal processing chain. The FPGA is
used for advanced functions which are not suppdijeithe Magali chip. Three different output intexda

are available on the board. A host interface prepaeveral different links with a PC, a simple RS232
link for FPGA control, a USB interface and two Ethefrinterfaces (one at 1 Gbits/s and the otherabne
100 Mbits/s) for board configuration and debug/nanmg, and. The Rocket 10 interface can be used for
connection of the board with another high-speedddF interfaces are also available.

2.2.2.3 Tx Interfacewith RF front-end

The Magali board includes two dual DAC AD9745 thamwert the Tx I/Q 12-bit data (one converter per
antenna) to analogue signals. These 1/Q analogymalsi are available on dual Lemo connectors to be
used by the TX RF board.

The Magali board receives the reference clock 1&NtHm the Tx RF clock board through the input n°1
of the dual Lemo connector reserved for clocks. TA2.88 MHz VCXO of Magali board is enslaved to
this external 10 MHz reference clock. The 122.88titbck is divided by 3072 to obtain the first 40
kHz clock. The 10 MHz clock is divided by 250 totain the second 40 kHz clock. These two 40 kHz
clocks, common divider between the two initial &ecare phased together using the FPGA resources
(phase comparator) and an operational amplifien(lidter).

The control of Tx RF board is done by the FPGA tigto a serial RS-232 link. On Magali board, the RS-
232 line is controlled by the RS-232 transceiver MB880 which is connected to a RJ9 female
connector.
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Antenna n°1 Antenna n°2

Lemo Lemg I;\eénco L(e;rlrllo Lemo| Lemo \
Tx1| | Rx I , ™| |Rx2 5
1 n
Tle) 1o
Dual Dual Dual Dual
DAC ADC DAC ADC
12 bits itsl 112 bits j
Digital link
SRAM
XC5VLX220T 1M * 36
QSE BGA \
RPCKET 10 Digital BB
Qeiz SRAM
MAGALI Sham /
BGA
BGA388

e

> o |
1 Ryas al RJ45
HALO RIO RJO HALO
Etherne USB RS232 | [Rs232 Etherne
X 1 Gbits Chnned: PC pC 100 Mbits

Host Interface

Figure 2-8: Simplified view of the baseband platform

2.2.2.4 RxInterfacewith RF front-end

The interface with the Rx RF board is done throwgh temale Lemo connectors. The analogue low-I1F
(38.4MHz) data provided by the Rx RF board are cdedeto digital 12 bits signals by two AD9627
ADCs. The Magali board includes two dual AD9627AD@s &wvo dual Lemo connectors which can be
used to receive I/Q analogue signals instead obthdF signal.

Similarly to the interface with the Tx RF board, tMagali board receives the reference clock 10 MHz
from the RF clock board through the input n°2 ofdlv@l Lemo connector.

The control of Rx RF board is done by the Virtex-83APthrough a serial RS232 link. On Magali board,
the RS232 lines are controlled by the RS232 transc@i?MX3380, which is connected to a RJ45 female
connector. The automatic gain control of the RF #ésidone by a quad serial DAC AD5318 controlled
by the FPGA. The RF AGCs of both channels (RF1_AGE RR2_AGC) are provided to the Rx RF

board, through the RJ45 female connector. The IEAGf both channels (IF1_AGC and IF2_AGC) are
provided to the Rx RF board, through a dual femaladeonnector.

2.2.2.5 Downlink Receiver Description

The receiver has been implemented on Magali boaitth weveral operating modes. Testbed 1
implementation is based on a 2x2 MIMO scheme basedlamouti transmit diversity. The downlink
receiver chain is described in Figure 2-9.
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After OFDM demodulation, information and referersggnbols are separated on each antenna branch for
further processing. The estimation of the residQalrier Frequency Offset (CFO) is based on the
complex correlation between the replicas of a sanit@ symbol for each receive antenna in the
frequency domain. Both data and pilot symbols arepemsated in frequency prior to channel estimation.
Reference symbols are fed through the MIMO chansiéination module which correlates the observed
pilot symbols with the reference sequences. A Widilter is applied in the frequency domain for kac
Tx/Rx pair in order to interpolate the channel cioéfhts over the whole bandwidth.

To further improve performance, channel coefficiemrre linearly interpolated in the time domain
between each pair of OFDM reference symbols. The siveams of information symbols and the
corresponding channel coefficients are fed throthghMIMO Minimum Mean Square Error (MMSE)

decoder that produces one SISO data stream.

After MIMO decoding, the receiver implements thealdfunctions of the transmitter (see below). In a
first step, data is processed by a soft M-ary syirdbemapping module that produces a metric asstiat
to each bit carried by the M-ary symbols. The flofvsoft bits is then fed through a Turbo decoder.
Decoded bits are finally de-scrambled and serite¢dMAC layer.

The receiver has been implemented on Magali boaitth weveral operating modes. Testbedl
implementation is based on a 2x2 MIMO scheme baselamouti transmit diversity.

1 !

UE RF Front-End ||

:

OFDM Demodulation

v
OFDM Deframing

L 4
CFO Correction CFO Estimation

v v
PRBs demultiplexing Channel Estimation
v v

MIMO decoding + LLR (&= Coeff. demultiplexing
computation

v
Soft demapping

v
Bit De-interlaving
v
TC decoding

v

Descrambling

¥

L1/L2 Interface

Iy

|| UE Layer 2

Figure 2-9: Functional description of the DL receiver

The main risk for this implementation step is theki of hardware maturity encountered in the chip,
which required software workarounds. One impactttedse workarounds is the lack of real time
processing due to some readjustment in the sequehdbe signal processing steps. Performance
measurements have shown that the non-optimizeéhgaof the full application requires 13ms per TTI

processing instead of the targeted real-time peiegsn 1ms. Following some analysis, we have seen
that we can reach at best 3ms per TTI. But the 3rosepsing time would have required too many
runtime software optimizations, which is not indimvith the testbed objective. We have decided to
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process one TTI in 10 ms which represents a goadetoff between needed performances for the
demonstrator and the engineering time needed tmizetthe runtime software.

2.2.2.6 Downlink Transmitter Description

The downlink transmitter is described in Figure@®-Wpon reception of the Transport Block (TB) from
the MAC layer, TB are segmented if needed into a rarmbequal length blocks with size equal to one
of the basic Transport Block Size (TBS). Informatioits are then scrambled with a pseudo-random
sequence to avoid detrimental effect of long seqeerD’ or ‘1’ potentially produced by the sourame.

In the prototype, blocks of information bits areeeded using a duo binary Turbo Code with mother code

rate equal to 1/2.

|| BS RF front-end
1

CP insertion

T 1
| IFFT |

| F{am}g |

| PRBs multiplexing |

| MIMOT enTcoding |

| Mo:Ping |
1

| Interleaving |

| TC Channel encoding |
1
| Scrambling |
T
| L1/L2 interface |
[
BS MAClayer ||

Figure 2-10: Functional description of the DL transmitter

The demonstrator supports three basic target aids:rl/2, 2/3 and 3/4. The desired channel casiteg

is obtained by puncturing. After channel encodititannel interleaving is performed over the entife-s
frame to benefit from time and frequency divergjgin at the channel decoding level. The resultiitg b
are converted into M-ary symbols according to theduofation order (mapping). To simplify the
implementation, the prototype supports 3 MCSs batvike robust (QPSK, 1/2) mode to the spectrally
efficient (64QAM, 3/4) mode with the intermediale6QAM, 2/3) mode in-between.

The M-ary symbols resulting of the mapping are tfeghthrough the MIMO encoder (Alamouti scheme).
The transmitter then performs the so-called PRB rnimgpfhat allocates the MIMO encoded symbols to
the resource blocks (RBs) defined by the time/frequegrid on each sub-frame. The framing module
then multiplexes reference symbols with data. $bdhserts for each of the OFDMA symbols the null
values that modulate sub-carriers at the edges.r@$dt of the framing is processed by the OFDM
modulation module to form the sampled version ahe@FDM symbol. For each antenna, this module
performs an Inverse Fast Fourier Transform (IFF) #he guard interval (the cyclic prefix) insertion

2.2.3 Protocol Stack

2.2.3.1 Description

The (H)eNB protocol stack is a LTE FDD Release 8 d@npprotocol stack [5]-[8], consisting of MAC,
RLC, PDCP, RRC and common services and support furscteas shown in Figure 2-11. For the
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integration within BeFEMTO, a scheduler is providedt is integrated into the stack according to the
agreed FemtoForum Scheduler API. The architectfirthe protocol stack is based on the layering
concept, where each layer provides services tapiper layer through well defined interfaces. Initidd

a UE protocol stack is used as a counterpart te@Mt protocol stack (which will not be describedeher
in more detail). The functionality of each modut®wn in Figure 2-11 is described below.

External database

Protocol
Stack

4 N

CSS

ETH

ROHC | SEC ROHC | SEC

CPU

RAM
- - MAC/PHY
__________________V' _______________ _interface_ _ _ | _ _ __

Figure 2-11: Protocol stack overview

- Radio Resour ce Control/Radio Resour ce M angagement (RRC/RRM)

0 Broadcast of system information
Paging
Admission and Load Control
Load Balancing
Connection Mobility (Handover)
= UE measurement reporting and control of the repgrtdr inter-cell and inter-
RAT mobility
= UE Context Transfer
0 RRC Connection
0 (Signalling) Radio Bearer control (setup/ releasaiftenance)

O O 0O
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O O0OO0OO0OO0OO0Oo

o

PDCP, RLC, MAC configuration

Measurement Configuration

Encoding and Decodes of RRC messages

Security functions including key management

QoS management functions

UE measurement reporting and control of the reporti

NAS direct message transfer to/from NAS from/to UE
Allocation of temporary identifiers between UE déadUTRAN

Packet Data Conver gence Protocol (PDCP)

OO O0OO0OO0OO0Oo

Maintenance of Sequence Numbers
Header (De-)Compression (ROHC)
Integrity/Ciphering
Transfer of upper layer data from/to RRC and S-GWadni the RLC layer
SDU enqueuing
QoS queue management
Timer-based SDU Discard
Handover
= In-sequence delivery of upper layer PDUs for RLC AM
= Duplicate detection of lower layer SDUs for RLC AM
= Retransmission of PDCP SDUs for RLC AM

Radio Link Control (RLC)

(o]

O OO o

o

Data transfer services to/from the upper layers te acknowledged (AM),

unacknowledged, and transparent modes

For AM, Automatic Repeat Request (ARQ) is used foraretmissions and error
correction

In sequence delivery of upper layer PDUs excephaatlover

Duplicate detection

Segmentation and concatenation of SDUs. RLC usesndgriaDU size to build each
PDU according to the requested size

Each PDU can have multiple SDUs and segmentatioBfs is supported for an
optimal fit without padding

Re-segmentation of PDUs which need to be retransmnitt

Protocol error detection and recovery

RLC re-establishment

SDU Reassembly and PDU Reordering of uplink PDUs

Medium Access Control (MAC)

0 Mapping between logical channels and transport rélan

0 Multiplexing/de-multiplexing of RLC PDUs belonging tme or different radio bearers
into/from transport blocks (TB) delivered to/frometiphysical layer on transport
channels

o Traffic volume measurement reporting

o Error correction through HARQ

o Padding

MAC Scheduler

0 Dynamic scheduling of UEs according to QoS paramgetelARQ and channel
measurements

o Priority handling between logical channels of eglrnJE

0 Transport format selection, MIMO mode selection

Packet Classifier

0 Maps IP packets to/from bearer to/from IP addrestspert
Database
o Contains the system configuration, which is usedRBC to populate the system

information messages and the radio bearer setupages
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Framework Blocks hide everything which is not related to the logigaotocol stack) view and consists
of an OS abstraction layer and additional functiitiea used by all layers. The framework allows &r
flexible system partitioning depending on the HWhatiectures, number of cores, etc. This is achidyed
M essages and T hreads blocks, which are responsible for handling thermhodule communication in a
transparent manner and for mapping modules on onmultiple threads. The different deployment
options are shown in Figure 2-12. The interfaceslaosely coupled in so far that the actual routifig
the messages to the entities can be configureghaime, allowing redirection of primitives to tla¢her
modules or test systems. THeacing block handles logging of selected layer-specifystem and
protocol errors, as well as logging of selectechéand changes in layer-specific context. Whamory
block handles all aspects related to memory managgme. sharing, encoding/decoding of PDUs, etc.
The Socket module is responsible for all IP interface relafi@aictionality and is used by Tracing module
and by the TNL module.

Diract
X _Message_.' Y

Thread 1

Processor 1

Processor 1

Processor 1 Processor 2

Figure 2-12: Protocol stack framework

TheHTTP server/web interface allows configuration of the HeNB by modifying thetalaase via a web
or command line interface.

2.2.3.2 Dynamic View of Protocol Stack

This section explains the information and data flifwhe protocol stack. The CPU time allocationhs t
TTI based operation is shown as well as the sigmgaiind scheduling message sequence. In Figure 2-13
the basic TTI-based operation is shown for a systétim one CPU when DMA is used for transferring
the user data to and from PHY. The length of theckd shows the relative allocation of each block
within one millisecond.
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Thread y
s One processor Thread Scheduling
RRC,PDC
P,Trace
MAC,RLCC:
UL Data
Reception
UL DMA
DL DMA
MAC,RLC: DL Data
Preparation
MAC Scheduler time
. 1ms .

Figure2-13: TTI execution partitioning

2.2.3.2.1 dSgnalling

The message sequence chart in Figure 2-14 showsutigorted signalling in RRC, when no evolved
packet core (EPC) network is available.

‘ RRC UE ‘ ‘ RRC eNB ‘ ‘ eNB database ‘

RRCConnectionRequest() on CCCH, RBO

Generate temporary RNTI | Fetch config from DB
Generate RRC Conn Setup

I
Fetch_default_UE_capability() from DB

RRCConnectionSetup(SRB1) on CCCH, SRBO

RRCConnectionSetupComplete() on DCCH, SRB1

no NAS signalling %

SecurityModeCommand(SRB1) on DCCH, SRB1

Fetch_UE_context() from DB

SecurityModeComplete(SRB1) on DCCH, SRB1

Fetch_DRB_config from DB
RRCConnnectionReconfiguration(DRB) on DCCH, SRB1

RRCConnectionReconfigurationComplete(DRB) on DCCH, SRB1

Figure 2-14: Signalling flow
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The UE triggers the random access procedure affiecttng the HeNB as serving cell. The RRC
Connection Establishment procedure is then execatet the RACH preamble has been detected.
Dummy ciphering and integrity protection is actegtand then the RRC Connection Reconfiguration
procedure is executed to setup the data radio béaréransferring user data. During this initiatsp
procedure parameters which are needed to be coafign the UE and are normally either received via
S1 interface from the core network or via OAM ifiee are fetched from the configuration database.

2.2.3.2.2 Scheduling

After the initial bearer setup user data schedutndone every millisecond. The scheduler, as shiown
Figure 2-15 receives information from differentday like RLC, MAC, PHY and RRC in order to make
its scheduling decision. It will receive RLC queuatiss information, QoS parameters, CSI for frequency
selective scheduling, HARQ feedback and semi-statiofiguration parameters like channel state
feedback periodicity, etc.

o
a
«Q
[}
RLC Information Measurements
B CQl, SRS, SNR
e —
RACH
MAC Buffer o E—
R
HARQ Info
—————

MAC Scheduler

UE Configuration

e
Bearer Configuration
Status Info
-
RRC Feedback Cell Configuration
- l——————————

sjuawubissy

Figure 2-15: Scheduler overview

One example message sequence of how the schesltitiggered is shown in Figure 2-16. It also shows
the interworking with the user-plane and the PHYhanever data arrives at RLC the buffer status is
updated in the scheduler using the SCHED_DL_RLC_ BUFFRER) message. The message includes
information about the queue size and the headhefdelay of the queue. When the PHY has received a
new channel quality indicator (CQI) from the UE thiformation is passed via the MAC to the scheduler
using the SCHED_DL_CQI_INFO_REQ. This message getuthe information standardized in LTE for
CSI feedback. The scheduler will then be triggeredmake it scheduling decision by receiving a
SCHED_DL_TRIGGER_REQ. Based on the updated queue st@@$ and other information the
scheduler makes it scheduling decision, allocatempurce blocks for the selected UEs and settiag th
transport block size. This transport block sizel whlen be used to build the transport block to be
transmitted in this TTI.
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C ‘ ‘ MAC ‘ ‘ PHY ‘ ‘ Scheduler ‘

Send RLC SDU
—

SCHED_DL| RLC_BUFFER_REQ(UE1, 100 Bytes, age 40ms)

Send RLC SDU
—
SCHED_DL_RLC_BUFFER_REQ(UEZ2, 200 bytes, age=100ms)

SCHED_DL_CQI_INFO_REQ
| (UE1: Subband 1,5,7, UE2: Subband 1,2) |

Periodic Callback

SCHED_DL_TRIGGER_REQ

SCHED_DL_CONFIG_IND
(UE1: RB5, 100byte
¢ UE2: RB1,2, 200Byte)

Build Transport Block

Subframe Configuration

Figure 2-16: Downlink scheduling

2.2.3.3 Main Features Available
The main features of the scheduler are describledvbe

2.2.3.3.1 Freguency Selective Scheduling

The scheduler supports time/frequency-domain cHadependent scheduling, that is, selecting the
transmission configuration and related parametagendding on the instantaneous downlink/uplink
channel conditions. Such scheduling, for exampiecdse of frequency-selective fading, significantly
improves system performance in terms of achievdBlehroughputs. It is a key feature of LTE.

2.2.3.3.2 UE Class Support

The scheduling algorithm respects the UE maximuta dates taking the UE categories into account. It
does not assign a data rate to the UE exceeding tHpabilities.

2.2.3.3.3 Distributed VRB Allocation

In this LTE feature, consecutive virtual resourdecks (VRBs) are not mapped to PRBs that are
consecutive in the frequency domain. Distributd®Bvallocation is beneficial in following cases:

- For low date rate services such as VoIP as theraosignalling associated with frequency-
selective scheduling results in relative high oeaxh

- At high mobility scenarios (high UE speed) as itdifficult to perform accurate channel-
dependent scheduling.

2.2.3.3.4 QoS Support

Although channel-dependent scheduling increaseteraysapacity and spectral efficiency, it is not
realized at the cost of UEs with unfavourable clehionditions. A new advanced proportional fair \PF
scheduling algorithm considers explicitly the UEXS requirements in its operation. Additionallye th
algorithm makes its scheduling decision not onlgdabon the past UE average throughput but uses also
the prediction of required scheduling rate for Udking past scheduled UE throughput and QoS
requirements of UE’s logical channels (LCH) into @oat. The scheduler is configured to ensure that
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traffic belonging to a bearer with a certain staddaed QCI receives the appropriate QoS treatmédrd. T
standardized QoS characteristics from 3GPP TS 339(Table 6.1.7) are supported.

Table 2-12: Standardized QCI characteristics

Resource Packet Packet
QCI Tvpe Priority Delay Error Loss Example Services
yp Budget Rate

1 2 100 ms 107 Conversational Voice

> 4 150 ms 103 Conversational Video (Live

GBR Streaming)

3 3 50 ms 103 Real Time Gaming

4 5 300 ms 10°® Non-Conversational Video (Buffered
Streaming)

5 1 100 ms 10° IMS Signaling
Video (Buffered Streaming) TCP-

6 6 300 ms 10 based (e.g., www, e-mail, chat, ftp,
p2p file sharing, progressive video,
etc.)

Non-GBR -3 Voice, Video (Live Streaming)

! ! 100 ms 10 Interactive Gaming
Video (Buffered Streaming)

8 8 300 ms 10°® TCP-based (e.g., www, e-mail, chat,
ftp, p2p file sharing, progressive
video, etc.)

9 9

For Guaranteed Bit Rate (GBR) bearer, additionally iMaxn Bit Rate (MBR) parameter may be
configured to limit the bit rate assigned to a GB&arer. Any traffic in excess of the MBR is discarded
by a rate shaping function.

In addition to the QoS parameters associated veithh €BR bearer, the Aggregate Maximum Bit Rate
(AMBR) parameters that are associated with non-GB&tdye may be configured. They limit a total bit
rate that a scheduler is allowed to assign fornalh-GBR bearers. Two variants of the AMBR are
supported: the APN-AMBR and the UE-AMBR.

2.2.3.3.5 MIMO Support

Spatial multiplexing based on Multiple Input MulgépOutput (MIMO) technology sends one or two
independently transport blocks to the UE on spatr@ams. The scheduler dynamically switches batwee
transmission of one and two transport blocks amsijas transmission parameters of streams depending
on the CQI, Rank Indicator, and precoding matrixestbn reported from the UE. Link adaptation (LA)
and HARQ for the two streams are decoupled. Trassion of two parallel streams is supported only in
downlink direction to one UE (SU-MIMO).

2.2.3.3.6 Link Adaptation

Link adaptation is a fundamental feature of thdéaadterface for the efficient data transport. e link
adaptation, data rate is dynamically changed fahedE by selecting the Modulation and Coding
Scheme (MCS) based on radio channel conditionshabdverall network capacity and coverage are
improved. In the downlink direction, the scheduliecides on MCS according to the Channel Quality
Indicator (CQI) reported from UEs. The CQI is anidation of the data rate, which can be supported by
the downlink channel, with regard to SINR and tharabteristics of receiver at the UE.

2.2.3.3.7 MAC Multiplexing

Multiplexing of logical channels (LCHs) depends thre priorities between different bearers. Radio
Resource Control (RRC) signalling has a higher pridhign streaming data, which in turn has higher
priority than a background file transfer. QoS reguients affect the multiplexing of different lodica
channels. The multiplexing algorithm firstly givpdority to MAC Control Elements (CEs), RLC Status
PDUs and pending RLC retransmissions. After that L@ksmultiplexed in decreasing order of priority,
but the multiplexing amount of data from each LCHinsted firstly to the LCH QoS requirements. The
remaining space is multiplexed by round-robin faslguaranteeing service of the best-effort traffic.
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2.2.3.3.8 HARQ Retransmissions

The scheduler is responsible for allocating reseaito UEs with pending HARQ retransmissions. HARQ
retransmissions have highest priority in time domao ensure lowest latency. In frequency domain,
retransmissions are scheduled taking into accoigntiARQ combining gain.

2.2.3.3.9 Adaptive and Non-Adaptive Uplink HARQ Retransmissions

The scheduler implements the possibility to opetageuplink hybrid-ARQ in a synchronous, adaptive
mode, where the RB allocation and MCS scheme for thR® retransmissions are changed. Although
non-adaptive HARQ retransmissions are usually useaglink to reduce overhead of downlink control
signalling, the scheduler uses adaptive uplinkaretmissions when needed to avoid fragmenting the
uplink frequency resource and to avoid collisionhVRACH resources.

2.2.3.3.10 Interframe and Intraframe Uplink Hopping
The scheduler supports two types of uplink freqydrapping defined for PUSCH:
- Subband-based hopping according to cell-specifiphnm/mirroring patterns.
- Hopping based on explicit hopping information ie #theduling grant.
Selection between hopping types is performed dyaallyiby setting single bit in the uplink schedglin
grant.
2.2.3.3.11 Supported Release 8 Transmission Modes

Transmission mode/schemes (transmit diversity, opeth closed-loop spatial multiplexing, or beam
forming) is configured semi-statically via RRC sigiml The different transmission modes imply
different configurations of the required UE repatsl thereby the scheduler operation takes trasgmis
modes into account.

2.2.3.3.12 Flexible Parameterization

Finding one optimal Scheduler parameter settingafbpossible deployment scenarios is not possible.
Optimum Scheduler behaviour usually depends onast®nonstraints such as the desired fairness,level
the current cell load and other cell-individual gardvider-specific boundary conditions. Irrespeetof

the default parameter settings of the schedularatprs or system vendors shall be able to corditjue
behaviour of the scheduler.

2.2.3.3.13 KPI Monitoring

Scheduler performance tracking is carried out ugimgkey indicators: cell throughput, UE throughput
RB resource usage.

2.3 Work Plan

Aiming completion by the end of the project, Testbis integration will go through the following task

Taskld [Start |End Task Description
T May-11| Dec-11]RF Development
T2 May-11| Jan-12|PHY Development
T3 May-11| Dec-11]Stack Development
T4 May-11| Jan-12| Algorithm Selection and Implementation
TS Dec-11| Apr-12|RF and PHY Integration
TG Dec-11| Apr-12|Protocol Stack and PHY Integration
T7 MWar-12| Apr-12]|System Integration
T8 May-12[ Jun-12]System Walidation
MR N R N N N R S S S 0 S S
T [
T2 |
T3 |
T4 |
TS [
T6 |
Tr
T8

Figure2-17: Testbed 1 integration work plan
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3. Testbed 2, Networ ked Femtocells

The networked femtocells testbed is devoted to rxm@mtally demonstrate the feasibility of the netiwo
of femtocells theme coined by BeFEMTO [1]. Its gdmlto demonstrate routing and traffic offload
concepts developed in WP5. This entails integrain®GPP core network and a local network
interconnecting the femtocells deployed in a cartaiea. One of the key enablers of this proof-ofeept

is the luh interface [10], [11]. The 3G femtocgdMTS/HSPA) integrated into Testbed 2 supports full
compliant luh interface with the core network. Tirederlying transport network of this local network
may be all-wireless, hence forming a wireless o network, or wired (e.g., the LAN of an
enterprise). In this section, we describe the setkschemes for which a proof-of-concept has bedh b
upon Testbed 2.

3.1 Distributed Routing Algorithm

A fundamental building block for the performance arf all-wireless network of femtocells is the
underlying routing scheme, since it will eventuadlgtermine the quality experienced by the end-users
This is the reason why we set ourselves to evalmatgmulation (in WP5) and experimentally (in WP6)
the performance of such a relevant building bldgkinly targeting scalability, we proposed a disfitix
routing approach (see subsection 3.1.1) that espipieue length information of neighbouring nodes a
geographic information to make routing decisions.

The proposed solution is able to distribute reseuw@nsumption amongst all HeNBs that belong to the
Network of Femtocells (NoF) whenever it is requirddmore detailed description, and also an extensiv
ns-3 simulation evaluating the resulting routingtpcol can be found in [12]. In contrast to topgtog
based studied in [1] the solution proposed adapthe properties of an all-wireless NoF (e.g., ghea
infrastructure, unreliable medium and high degréeedf-organization). It can be considered a mesh-
based approach in the sense that multiple pathsaaméable between HeNBs and the EPC [13].
Nevertheless, the proposed solution goes beyondionie mesh-based approaches exploiting queue
length and geographic information in a totally dizited manner.

3

CN1 ™/

B

Internet

A 3 e
Y=
= "3
rd | / - .

I_:;.,BUEB

UE2

Fn: Femtocell n

LFGWn: Local network of Femtocells GateWay n
UEn: User Equipment n

CN: Correspondent Node

Scenario_n: Possible communication scenario

Figure 3-1: All-wireless NoF
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More specifically, in our proposal HNBs are equippéth an additional wireless interface (e.g., Wj-Fi
in order to create a wireless mesh network amathgsh acting as multihop wireless backhaul to reach
the EPC. The wireless mesh network acts as a |letvbackhaul for HeNB interconnections (sged-F,

in Figure 3-1) to which UEs can attach. Additiogallve introduce a mandatory element in the network
called the Local network of Femtocells GateWay (MFQwhich acts as traffic concentrator coming from
the HeNBs.

3.1.1 Short Description

The distributed routing algorithm selects the nbmlr providing the best trade-off between minimigin
the Euclidean distance to the destination and raigiinig the network stable (i.e., the number of pt&k
in the queue of every femtocell in the networkpper bounded). See [12] for an explanation andisolu

of the stochastic network optimization problem ider to get the proposed distributed routing athami

When taking forwarding decisions at a given nodstéeelli, it selects the neighbouring femtogethat
maximizes the weightVi; between both femtocells. This weight is calculatedhe difference of physical
queue lengths minus the difference of an appragdyiatveighted penalty function, as shown in the
following equation:

Wi = AQy; —V - penalty
where
AQy =@y —Q;

is the differential of physical queue lengths betwéemtocelli and femtocelj. The penalty function is
introduced to not merely aim for network stabilisatbut also for optimization of another parameter,
such as delay. Moreover, the penalty function igghted by a non-negative control paraméter 0.
This parameter weights the penalty function whdoutating the weight of each pair (local femtodell
neighbour femtocel).

In our case, the penalty function is a functiorttef difference between the Euclidean distance kextwe
femtocellj and destinatiord and the Euclidean distance between femtoicelhd destinatiord. Let
penalty(i, j, d) denote the penalty function computed as the costaverse the link between femtocell
and femtocelj to reach destination femtocell In particular, the cost to traverse a limkjY depends on
the distance of a certain femtocell to the intendedtination. In the proof-of-concept testbed, the
following penalty (or cost) functiopenalty(i, j ,d) is defined as:

(i i) = {1 if iis farther thanj fromd in terms of euclidean distance
penalty(i.j. d) = —1 if iis closer to d than j in terms of euclidean distance
Therefore,V has the responsibility of weighting the cost fumetwith respect to the differential of
physical queue lengths between femtodedind,.

If there is no neighbouring femtocgllwhose weightV;; computation with node is bigger than 0, the
Data Queue Management procedures of the blockdeinare not executed. This means that there will be
no dequeueing event in nodeouting data queue. Therefore, in this case, dbéng algorithm considers
that it is even better for the all-wireless netwofemtocells not to forward the data packet.

3.1.2 Demo Scenario and KPIs

3.1.2.1 Distributed Routing/L oad Balancing for All-Wireless Networ ks of Femtocells

- A practical (i.e., implementable) version of dynarbackpressure routing will be deployed in a
12-node network of femtocells (see Figure 3-2) ialv the luh logical interface will physically
traverse a multi-hop wireless WLAN transport netivor

- The network will be loaded with traffic coming frodEs running the Multi-Generator (MGEN)
traffic generator. It may also be loaded with ValPother types of clients (e.g., FTP to test the
performance of TCP traffic). We will demonstratewhoesource consumption is distributed
throughout the network as a function of the loathmnetwork.

- KPIs: Aggregated throughput at the gateway, per-flonsulghput, and packet delivery ratio will
be measured. Other parameters may also be meadpedding on interest for each particular
setup (e.g., packet reordering, end-to-end delay).
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Figure 3-2: 12-node network of femtocells

3.1.3 Key Building Blocks and I ntegration Specification

The first subsection describes the main key buidiocks, and the second subsection outlines the
integration work carried out to implement the dimited routing protocol described in section 3.1.1.

3.1.3.1 Key Building Blocks
The following is a list of the key building blocksquired for the demo scenario described above.

- Routing Module (Distributed): Provides the control logic, stataahine, and interface for the
distributed routing module.

o Data queue management. Storage of packets waiting for forwarding deaisio be
taken. FIFO scheduling will be implemented. It magtionally implement various
packet scheduling strategies.

0 Neighbour management. Determination of neighbouring nodes reachableoire
wireless hop (direct communication). Generatiorgpssing of HELLO messages
containing queue backlog and coordinates. Maintemafineighbour table.

0 Next-hop determination. Per-packet determination of best next-hop basedoating
algorithm.

0 Auxiliary blocks. Availability of coordinates is assumed. They wie manually
configured at each node. Location management aligticonfigured by means of a
table available at each node. This table maps dlPeades into physical coordinates.

- Routing Algorithm (Distributed): Implementation of the location-a@abackpressure-based
distributed routing algorithm.

o Determination of best next-hop based on queue bgakfference, where queue means
the sum of the real queue and virtual queue. Mirtpeeue length calculated as a
function of distance to the destination.

Furthermore, and benefiting from the transport nekwust explained, there is also the need for:

- luh Interface: Implementation of an luh compliant interface t@ble interoperability between
partners equipment.

The following subsection provides a brief descoptiof the key enablers for the deployment of the
algorithm in the testbed and their main charadiesis After that, we explain how they are used to
implement the building blocks of the distributedting algorithm.

3.1.3.2 Required Enablersfor the Integration

In [12] we provide an extensive simulation of thistibuted routing algorithm. In this section we
describe the required implementation enablers demto evaluate the distributed routing protocotha
all-wireless NoF testbed.
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3.1.3.2.1 ns-3 Emulation Framework

We use the emulation framework provided by ns-®rder to test the routing protocol in a proof-of-
concept testbed. Basically, it allows executing nsifBulation stacks over real physical devices. To
enable these features, the ns-3 emulation framewarkides ns-3 emulated network devices that look
like a usual ns-3 simulated device (i.e., EmuNetB&vfrom the top, which will provide the interfate
the real physical network underneath using a pagket) socket (see Figure 3-3). In this way, the8ns
stack is able to send and receive packets ovedeyates.

NS-3 IP STACK NS-3 IP STACK
___ NS-3 EMULATION — NS-3 EMULATION
RAW_|SOCKET NODE RAW_SOCKET NODE
REAL DEVICE REAL DEVICE

TESTBED

Figure 3-3: ns-3 emulation framework

To distinguish between Linux traffic that might generated concurrently and ns-3 simulation traffie,
EmuNetDevice implements MAC spoofing. To work prdpethe real physical device associated to the
EmuNetDevice must be up and configured in promigsunode. As a result, the packets generated with
the EmuNetDevice and sent over the physical deVviage assigned a MAC address different from the
MAC belonging to the real Linux device. On the othand, the ns-3 emulation framework requires a
real-time scheduler, given that physical real devi¢synchronized with real physical clocks) gemerat
events (e.g., packet reception) in the ns-3 stisckrder to receive and process packets the reatek
must work in promiscuous mode.

3.1.3.2.2 /sys Subsystem

The /sys subsystem (see Figure 3-4) is a kernel anemegion storing information about what is
happening in the kernel space. It can be usedwssyaf announcing events to the user space, givain t
user processes can have access to this regionré\esiag this virtual file system to store the heade
queue length of a real femtocell. To do this, a rsys entry was implemented to have access to the
hardware queue length values (see Figure 3-4).,Tthemns-3 user space program reads an entrydn thi
/sys entry whenever it has to send a HELLO broddoassage.

In other words, for efficiency purposes, the curdeardware queue length is read when a new HELLO
broadcast message has to be sent. However, thedrardueue might fill up between the transmissions
of two consecutive HELLO broadcast messages. Towme hardware queue full/empty events we use
Netlink sockets.
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Figure 3-4: User/kernel interaction through the /sys subsystem

3.1.3.2.3 Netlink Sockets

Linux Netlink Sockets allow for bidirectional intestion between user space and kernel space modes in
an efficient manner. It consists of a standard stschased interface for user processes and amahter
kernel API for kernel space.

Netlink sockets are used in our implementationllmaafor the efficient interaction between real gioal
gueues (those in the Atheros Wi-Fi card managethéyAtheros madWi-Fi linux driver as depicted in
Figure 3-4) and the ns-3 daemon running in userespa

More specifically, we want to transfer informatibatween the routing data queue building block & th
routing algorithm, and the Linux module able to esx the physical queue information. A direct
communication channel is then established betwéennis-3 user space and the hardware queue.
Specifically, we are interested in the event that hardware queue is full/empty so that no mora dat
packets are sent to the physical queue.

3.1.3.3 Integration in the Key Building Blocks

3.1.3.3.1 Neighbour Management

The neighbour management building block is in chasfjdetermining which femtocells can be reached
by means of direct communication (i.e., withoutihgvto cross any intermediate femtocell). A dethile
explanation of the building blocks and their intelation can be found in BeFEMTO D6.1 [1].
Essentially, this building block requires the pdigal transmission and reception of HELLO broadcast
messages. In our proof-of-concept testbed, theerstation framework would be in charge of provglin
the transmission and reception of HELLO broadcast$sages. This is done through the EmuNetDevice,
which provides ns-3 of an abstraction of the reiakMss physical device. Specifically, ns-3 implertse

an independent thread (from the one running th& rmiting code) in order to send and receive packet
over the EmuNedNetDevice, given the synchronousreatf the sockets.

On the other hand, the Neighbour Management byjlbiock requires the announcement of the number
of packets stored in a femtocell. In the testbld,lbcation of packets may be shared between timeke
space in the hardware queue length, and in thespsee (in the ns-3 emulation stack). In ordenttude

the number of potential data packets accumulatatiérhardware buffers, the Neighbour Management
building block exploits the /sys filesystem, whiefil store the hardware queue size.

3.1.3.3.2 Data Queue Management

The Data Queue Management building block determihesscheduling carried out for incoming data
packets. It is subdivided into two components, rignaepacket scheduler policy and a queue-based
structure. Both the packet scheduler and the quaseebstructure are provided by the ns-3 emulation
framework. Additionally, the queue-based structls® needs the hardware queue length to maintain th
total queue length of a femtocell (i.e., hardwanewe length plus routing queue length). The hardwar
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queue length is obtained from an entry written bgeanel module in a file in the /sys subsystem, as
summarized in 3.1.3.2.2.

3.1.3.3.3 Next-Hop Determination

The Next-Hop Determination building block is in cpa of computing the most appropriate next-hop on
a per-packet basis. This building block requirethefns-3 emulation framework, the Netlink sockats]

the /sys subsystem. The ns-3 emulation framewor&dgaired for the implementation of the algorithm i
the testbed, in order to send/receive ns-3 sinmgtiacket over the real proof-of-concept all-wissle
network of femtocells. Netlink sockets (describedil.3.2.3) are used for transmission regulati@n, (
scheduling) purposes between the HELLO emissia@rvats.

Recall that a femtocell will use a file /sys subewstto read hardware queue length when it has @ @en
broadcast HELLO message. When knowing the hardgaesie length, a femtocell will autonomously
decide whether it can transmit data packets or lHotvever, between this period and the next HELLO
message interval the hardware queue length mighnpally change of state (e.g., hardware queugtien
might fill up due to an increment of traffic load)herefore, the ns-3 emulation framework requiresg

to detect these potential changes of state bettieeHELLO transmission intervals.

Specifically, the kernel will provide a signal foetns-3 user space whenever it can not accept datae
packets. This happens when the hardware queub.iEduhermore, it can also provide a signal te tis-

3 user space to restart the injection of packet fthe ns-3 user space to the kernel space. This ca
happen after detecting that the femtocell hardvepreue is empty. On the other hand, given that the
routing protocol also decides whether to send a gatket to the HW queue or not (i.e., scheduling)
might happen that packets get trapped at data gueues-3 user space. This occurs in the case ichwh
the routing protocol decides to do not send packetthe HW queue because of congestion in the
neighbour set. Therefore, these packets remairkétbat the routing data queue. In order to avoisl th
situation, the routing data queue is polled whillkas still data packets trapped at routing datugs so
that packets can be sent to its corresponding H&vigu

3.1.4 All-Wireless Network of Femtocells Specific Setup

With regards to the setup of experiments withindHavireless NoF testbed, we highlight the folloyi
features.

3.1.4.1 Node Configuration

For the validation of the distributed routing proad just one single Wi-Fi interface is configurad
every node. On top of this Wi-Fi interface we ags@can instance of an ns-3 stack, by means of the
EmuNetDevice. We associate to every interface #&ergiit MAC destination address from that
corresponding in the physical device. All the Witiierfaces are configured to the band of 5 Ghd, an
they have assigned the same channel. We are usBiiz%and in order to avoid external interference
from the usual Wi-Fi LAN service of the CTTC buildingnd neighbouring buildings so that the
experiments can be carried out without taking axtoount external interference sources.

3.1.4.1.1 Onthe Spoofed MAC Destination Address

The madWi-Fi drivers allow one to create multiplgual wireless interfaces, which you can configure
independently. This MAC addresses associated teetmew virtual wireless interfaces must have a
specific format. Precisely, the MAC address mussfathe restrictions imposed by the mask assigned
the variable Basic Service Set Identifier (BSSID)skan the implementation of the madWi-Fi driver.
The BSSID mask specifies the common bits that a Mi&g&tination address must match with the BSSID
in order to process a receiving packet.

Therefore, as illustrated in Figure 3-5, the MAGtiteation address specified by the ns3 EmuNetDevice
must also satisfy this format. Otherwise, packeteived by the madWi-Fi driver with a MAC address
not following BSSID mask restrictions are discard€dus, they cannot be captured by the RAW socket
in the ns-3 class defined by the EmuNetDevice.unaase, the mask allows to specify a different MAC
address to the ns-3 emulated device by changingntire significant bits of the usual MAC identifier.
Therefore, a MAC was statically assigned to the EBsfiINetDevice by changing first more significant
bits of the MAC address assigned to the ath0 device.
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Figure 3-5: Packet reception with ns-3 emulator

3.1.4.1.2 Multihop Routing in a Confined Space

HELLO messages determine which nodes can be redohedeans of direct communication (i.e., the
neighbours). In order to evaluate the distributmating protocol, a primary aspect is its behavionder
multihop topologies. However, the whole testbedéaployed over an area of around 1000 square meters.
After a set of experiments performed, we observegractice that HELLO broadcast messages were
practically visible between all nodes in such coedi space. The reason for this is that HELLO brasidc
messages are usually transmitted at minimum dégaatkowed by the Wi-Fi card (in our case 6Mbps).
This leads into a high probability of decoding teeeived HELLO messages no matter the sender node
under evaluation. In order to force multihop insthéduced area, we introduced a modification in the
Linux madWi-Fi driver so that one can modify theerat which broadcast HELLO messages can be
transmitted. Hence, in order to evaluate multihopting topologies HELLO messages are sent at the
maximum allowed physical data rate (i.e., 54Mbps}hat several hops can be forced between the nodes
deployed at the first floor. We have observed tivader this configuration every node has at least tw
visible nodes and no more than four nodes withgh fgrobability. Attenuators are also used for this
purpose. In this way we can evaluate routing ptithshave up to 4 hops of length.

In Figure 3-6 we illustrate the resulting connetfipatterns (with yellow lines) from the neighbour
connectivity point of view after sending HELLO bdtast messages at a physical rate of 54Mbps. In
order to facilitate multihop connectivity, we alegploited building obstacles (e.g., concrete watlshe
elevator in the first floor of the building). An portant point is that neighbour connectivity pattemay
also be affected depending on additional obstatleing working hours (e.g., people working). In erd

to having more static link connectivity patterng earried out the experiments in the testbed ditn@n

the other hand, data packets are transmitted wmingutorate algorithm. Specifically, the SampleRate
algorithm is used. The initial rate is the maximatiowed physical data rate (i.e., 54Mbps). The nemb
of retransmission is set to three. After thesealetransmissions, the minimum physical data sateséd
(i.e., 6Mbps). Additionally, other autorate algbrits which also exploit intermediate rates might be
evaluated.
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Figure 3-6: Singleradio single channel wireless backhaul

3.1.4.1.3 On Coordinate Assignment

Recall that the routing protocol needs locationrimfation in order to compute the weights of evenk.li

To do so, every node requires to have assigned geographical coordinates. For the proof-of-concept
coordinates are statically assigned so that thearktmodels a 4x3 grid. Note that according to sy

the routing protocol computes the weights of timkdj the specific value of the coordinates is het t
most important value but the relative distance ketwtwo nodes to any other potential node. As ean b
shown in Figure 3-6 the coordinates might not wfthe physical geographic position with respedht®
other nodes due to obstacles (such as brick walkhe elevator of the building). For instance, node
whose coordinate assigned is position (6, 0, Oulshphysically have assigned a bigger y coordinate
taking at look at its neighbour in position (4,0, In contraposition, the coordinate assignmersuish
that it tries to respect the link connectivity eatts observed during the execution of the expeltisnen

3.1.4.2 Experiment Launch and Exploitation

In this subsection we outline the launching of apegiment, and also the collection of metrics idesrto
obtain network performance metrics.

3.1.4.2.1 Launching of an Experiment

Experiment automation benefits from the capabdlitéthe EXTREME Testbed. We use the EMMA tool
to describe the execution of an experiment. Expamisi are launched from a central server which is
directly connected to the testbed via Ethernetutnoseveral L2 switches. This central server ishiarge

of executing a tool called EMMA. EMMA describes theecution of an experiment in the testbed. The
configuration of the tool is based on an XML fiteat describes the execution of an experiment. EMMA
allows repeating the same experiment as many taaepecified, hence allowing to get statisticalltss

of the same experiment execution. Moreover, EMMAves$ running several experiments with a different
input parameter specified. Eventually, EMMA exesus® ‘ssh’ command to the selected remote nodes.
In every selected node, this script will launch3nemulation with a set of pre-defined parametens, a
specifying if the node is going to behave as a esendceiver, or merely forwarder of traffic. Sersdand
receivers of nodes running ns-3 emulation can alsoas routers/forwarders of data traffic. Other
parameters are specified (e.g., thparameter, the emulation time, or the traffic msigy in the case the
node is a sender).
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3.1.4.2.2 Gathering of Results

Exploiting EMMA features, we remotely specify a Wivirtual device in monitor mode associated to the
physical device used to send/receive packet inyenegnote node. In this way, a ‘pcap’ file is genedsat
every node in the testbed. Furthermore, the cestaler gathers results that correspond to statisti
belonging to the nodes in the network. Precisatg of the metrics collected is the data queue terigy
data queue length we mean the queue length of Wegtieue and the queue length belonging to the ns3
routing data queue. Furthermore, the number of patiets lost due to a queue drop, and the nuniber o
packets sent to the Wi-Fi HW queue are monitordbth&se node metrics are periodically stored &irth
respective nodes.

3.1.4.3 Preiminary Results

In order to see how reliable are the results obthioy the evaluation of the routing protocol exiohgj

the ns-3 emulation framework, we carried out twoety of measurements. One type of measurements is
focused on evaluating the reliability of the nsfButation framework with regards to throughput. The
second type of experiments is devoted to evallstarain feature of the routing protocol, namely the
variable degree of load balancing a data flow cgmeBence as a function of the load in the network.
Thus, this section evaluates the implementatiothefrouting protocol in the ns-3 emulation framekvor
(see [12] for a more exhaustive evaluation using metwork simulator) over the testbed previously
described.

3.1.4.3.1 Throughput Results

The first experiment corresponds to the measutkeothroughput attained by a node which is at @ h
distance from the node injecting traffic to the Nddrthis case, the distributed routing protocolichhis
configured with a highv/ (i.e., V=1000) merely has to take a single routing decisiorother words, the
degree of load balancing was configured so thastioetest path in terms of number of hops was tie o
route taken by data packets. Precisely, we ussdwse, the node in position (4, 4, 0) and as rlststin
node in position (6, 4, 0) (see Figure 3-6).
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Figure 3-8: Achieved throughput per repetition in case a) Offered L oad=20M bps and b) Offered
L oad=30M bps
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Figure 3-8 shows the throughput reached at theévwerctor 20 replications of the experiment varyihg
offered load from 1Mbps up to 36Mbps. In each casg@ngle node injected a unidirectional Constant Bit
Rate (CBR) traffic of a different intensity (traffiotensity ranging between 1 and 36Mbps) generated
from the ns-3 application. As it can be shown igufé 3-7a, throughput results match the expected
throughput that the Wi-Fi Atheros card would att#fithe ns-3 emulation framework was not used
(around 2900 packets of with maximum packet siRexall that in this case, théparameter is set up to

a value so that the distributed backpressure rgutiotocol transmits directly to the receiver, @hd
receiver was located at 1-hop distance from thecgon the other hand, standard deviation (segr&ig
3-7b) is shown in order to appreciate the slightateon experienced by the experiment.

Additionally, in order to see the slight throughpatiability we show the cases in which the offelaat

is of 20Mbps (Figure 3-8a), and in the second dhse offered load is of 30Mbps (Figure 3-8b).
Interestingly, one main observation from these ltasuthat in terms of throughput, the ns-3 emuolati
framework do not suppose a bottleneck with respetite results that one would obtain using diretttly
Linux kernel stack (i.e., without the interventiohthe RAW SOCKET entity to send/receive packet from
user space to kernel space as Figure 3-4 depidigyefore, we can conclude that, in terms of packet
generation and packet reception, the ns-3 emuldtimmework does not introduce any throughput
degradation when saturating a Wi-Fi card configuae84Mbps link rate.

The second experiment corresponds to the throughpasured attained by a node which is at a distance
of two hops from the node injecting traffic to tNeF. Precisely, we used a source node in posigpd,(

0) and a destination node in position (6, 4, Og (Bgjure 3-6). As in the previous experiment, thgrde

of load balancing was configured so that the slbgath in terms of number of hops was the onlyerou
taken by data packets. This experiment is compo&&8 replications. For each replication, seveeses
were tested. In each case, a single node injectedidirectional CBR traffic of a different intensity
(traffic intensity ranging between 1 and 18Mbps).
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Figure 3-10 Achieved Throughput per repetition in case a) Offered Load=10Mbps and b) Offered
L oad=16M bps

Throughput results (see Figure 3-9a for an illugiraof boxplot results, and Figure 3-9b depicting
standard deviation of the 18 replications) shovinarease of variability (up to 1Mbps) with resptrthe
previous experiment. This is due to the fact of itherease in terms of contention experienced by the
nodes in the Wi-Fi medium acting as first hop witie node acting as second hop. This contention

Page 45 (81)



B@Fen@ D6.2 v1.0

coordinated by the CSMA/CA algorithm can be unfaspecially when dealing with high input rates.
This effect can be observed in figures represerttisgstandard Deviation (see Figure 3-9b) whichwsho
the increase of variability (up to 1Mbps), espédgiab the injected traffic intensity is increased.

3.1.4.3.2 Load Balancing Results

As explained in subsection 3.1.1, one of the k@eets characterizing the implementation of theingut
protocol previously described is its capacity toatd balancing by means of exploiting ¥@arameter.
In order to validate the load balancing featureshef distributed routing protocol, we have carried
two experiments in which by means of modifying tiegree of load balancing (indicated by tte
parameter) we evaluate the behaviour of the royinogpcol. For both cases under evaluation we irgec
CBR unidirectional flow of 8Mbps from node in positi(® 4, 0) using UDP within the ns-3 application
to the node in position (6, 4, 0). The UDP packaected are of the maximum size allowed. We measur
the throughput received by both of the availablgmgours (nodes in positions (0, 2, 0) and (2,)#t®
the transmitter and the evolution of the queuetlerd the transmitter and its set of neighboursrdyr
time. In the first case, we evaluate the routingtgerol behaviour with & = 0. This corresponds to a
routing strategy in which data packets do not heawe more direction to reach the destination tha th
specified by their node queue lengths. We evaltdehaviour in terms of packets transmitted atyev
neighbour in the first hop (see Figure 3-11), andug length (see Figure 3-12).
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As it can be shown in Figure 3-11, traffic sentthg node generating traffic is equally shared leyttto
neighbours available. In fact, choosing a V = @dsiivalent to the original backpressure algorittaseul

on minimizing the Lyapunov drift alone. The nodeiethis farther from the destination (i.e., the yeil
one in Figure 3-11) is able to send packets to Ilo¢htransmitter and the closer neighbour. Hence,
routing loops might be generated, though in thisc#jr case is unlikely given that the node gernegat
traffic has usually the higher data queue length.

Interestingly, Figure 3-12 illustrates the decregsijueue backlog gradient generated towards aesing|
destination (usually generated by a backpressg@ritiim), given that the closer neighbour is the on
with lower data queue length. With V = 0 until acdEasing data queue backlog is generated packét mig
arrive randomly or not to the destination that eigees a lower data queue length. On the othet, fem
Figure 3-12 illustrates, at the end of the expeninal data queue lengths evolve to a queue leofjth
packets indicating that there is no more trafficb® serviced by the network which validates the
appropriate interaction established between the didue (kernel level) and the ns-3 routing data gqueu
using Netlink Sockets and the /sys subsystem (gged-3-4). In this case, there is a high variatiothe
queuing levels of the three nodes under evaluatiento the fact of taking transmission decisionseda
on the length of the data queues.

In the second case, we us¥ & 100. This means that the penalty function inlicarelative closeness to
the destination is contributing to the routing eohtdecisions. As it can be shown by Figure 3-13 no
packets are transmitted to the neighbour thatriedato the destination. With regards to the etiofuof

the data queue length, it is clear than in the as® = 0 both neighbours experience queuing.
Interestingly, Figure 3-14 illustrates that thegidiour farther from the destination tends to exqrer
more queuing than the neighbour closer to the mkg#bdin. In contrast, in this case wikh= 100 just the
neighbour closer to the destination experienceaiigge This is due to the fact of the less degree
contention experienced by the CSMA/CA, and thatitipait rate injected to the network was feasible
(i.e., 8Mbps).
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We conjecture from these results of the importasfcehoosing an appropriaté parameter in order to
minimize the queuing level at the nodes deployetha wireless backhaul. Note that in this case the
number of nodes sharing the medium and sendingnéfisant number of data packets is reduced. Ia thi
case, the component indicated by the penalty fonatause more transmission opportunities in theenod
closer to the destination compared with the previcase. This leads to a lower level of queuinghin t
closer neighbours and a more constant queuing ieiké transmitter than in the case in which 0.

3.1.4.4 Concluding Remarks

We explained the particularities and experiencethefmigration of a routing protocol implementation
within the ns-3 simulator to an all-wireless NoFstbed. Additionally, we evaluated the resulting
implementation in order to validate the feasibilaf using ns-3 as a unique tool for simulation and
experimentation with multi-hop wireless networksa e one hand, we observed that ns-3 emulation
framework does not introduce any impairment in ®iohpacket generation and reception rates. On the
other hand, we evaluated the main feature of théng protocol, that is, the role of the V paramete

the computation of the link weights. On the onedhanlow V parameter might tend to increase queuing
of packets in the network though the input rateedtgd might be feasible without queue drops. In
contraposition, a high value of the V parameterldde efficient for light injected rate is usingeth
routing policy as a shortest-path strategy. Basetheninitial evaluation carried out over the netiest
femtocells proof-of-concept testbed, and the pademtf ns-3 simulator in order to re-use a network
protocol implementation, we believe that the apphofollowed is the appropriate one. The last péart o
the project will be devoted to extensively evalutdite performance of the distributed routing protoco
over this framework.

3.1.5 Work Plan

The realisation of the presented testbed can biadivin two main activities: the construction okth
network of femtocells and the integration and \atiioh of the backpressure routing proof-of-conaapt
top of this network. The following Gantt charts suarize the tasks to assemble the network of
femtocells (Figure 3-15) and the distributed rogtiestbed (Figure 3-16).
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Taskld |Start [End Task Description
T Jun-10| Aug-10|Identification and aquisition of luh enabled femtocells
T2 Aug-10] Dec-10|Upgrade and configuration of the Emulated Core Metwork {ECH)
T2 Dec-10] Feb-11]Integration of a femtocell and the ECN
T4 Feb-11] Apr-11]Integration of a UE and the ECN
TS Way-11| Jun-11]Integration and performance analysis of 1TUE + 1femtacell + ECN through wired backbone
T8 Jul-11] Oct-11}Integration and performance analysis of 12UEs + 12femtocells + ECN through wired backbone
T7 Jul-11] Sep-11]Integration and performance analysis of 1UE + 1femtacell + ECN through wireless backbone
T3 MNov-11] Dec-11|Integration and performance analysis of 12UEs + 12femtocells + ECI through wireless backbong
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Figure 3-15: Testbed 2 (network of femtocells) work plan
Taskld |Start |End Task Description
T1 Way-11]  Jul-11|Integration of dynamic backpressure routing with MNs3-emulation framework
T2 Aug-11] Cct-11]Integration of dynamic backpressure routing with netlink sockets and /proc subsystem
T3 Sep-11] Jun-12|Evaluation of the dynamic backpressure routing proof-of-concept
T4 Jan-12] Jun-12]Dynamic backpressure routing demo preparation
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Figure 3-16: Testbed 2 (distributed routing) integration work plan
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3.2 luh-Tap

The communication between a femtocell and the raotilre network (MCN) is carried over the local
enterprise network and the Internet. This makeab#olutely essential to secure the traffic from the
femtocell until the gateway of the MCN. It is implented typically as IPsec tunnel between the
femtocell and a special secure gateway. Over tharseconnection the whole traffic of the femtocells
flows to the operator. Therefore, it is impossibbeapply routing optimisation or traffic offloading
without breaking the bound of trust.

To avoid the unsecured communication over the meterthe enterprise network needs a secure gateway
as well. This is called the Local Femtocell GatewalfGW). Between these two secure gateways the
traffic is tunnelled over IPsec. Inside the entisgpmetwork the connection between the femtocall an
LFGW could be secured with IPsec, depending onrggaemands. The principle mode of operation for
the LFGW is described in [14].

This structure allows the LFGW to tap into the cammication of the femtocells and can moreover also
be an interconnection between different MCNs inglideenterprise network. The traffic of the femtéxel
cuts into two different types:

- Control plane: To exchange control information about connectétsland status updates.

- User plane: The traffic from the connected UE’s (voice, IBffic ...).

—

N

)

ontrol Plane(
l

User Plane |

\

IPsec tunnel

=

Figure 3-17: Transport scheme of femtocell traffic

For the effort of an additional system inside atesrise network, the LFGW allows routing optimieat
and centralized traffic offloading before the tiaifeaches the MCN. Moreover it is a connector leetw
the MCN and the enterprise network to observe thie djuality. The benefit has to be evaluated by
simulation [12] and experimentally in the testbaesiiig 3G femtocells).

3.2.1 Short Description

The luh-Tap is located on the LFGW. As introdudédk is in worst case security scenario the oniygpo
inside the enterprise network, where the traffi¢thaf femtocell is unencrypted. This allows tappimigp
the luh interface on types: the control and the ptme.

User plane Control plane
PS CSs l RANAP l l HNBAP l Radio Network
Layer
| wup | [ RrRUA |
| cgtP-u | [ RTP |
| |
[ UDP | | SCTP |
| |
I P |
|
| ESP Transport
I Network Layer
[ UDP |
|
I 1P |
|
[ Eth 10/100BT |

Figure 3-18: luh protocol stack
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The control plane is transported over SCTP and aumntiifferent types of protocols to exchange event
information between the femtocell and the MCN. TgpidNBAP events are registrations of femtocells
and UE’'s. The RANAP event contains bearer infornmatid the user plane with QoS and bandwith
parameters. The luh-Tap observes the HNBAP and RAKgRalling and generates events for other
modules. They previously need to subscribe to swemts and will be notified, if it occurs. This esttal
event interface is implemented as RESTful intertane allows message exchange over HTTP.

On the user plane, it is capable of re-routingfitapassing through the Iuh-Tap, for example to
implement a traffic offloading function or a lo@annection between two UE’s.

Moreover it generates traffic statistics and offéhe possibilty to create HNBAP messages for
management towards the Mobile network Operator (NbiQo the femtocell.

3.2.2 Demo Scenario and KPIs

This section provides an overview of the demo sdesaenvisaged at this stage of the project. In
particular it highlights the use cases and funetiibythat will be demonstrated.

Tektronix G35
(GN Emu.)

Internet
Service

Figure 3-19: Assumed testbed setup

The assumed test-bed for the luh-Tap (Figure 3eb8¥ists of the LFGW which has an IPsec tunnel to
the secure gateway of the simulated MCN. Moreovenal the LFGW direct connections to the Internet.
The simulated enterprise network is a meshed n&tabopenFlow switches and has several femtocells,
connected to different ports and switches of theshred network. The openFlow switches have a
controller, which is also located on the LFGW.

3.2.2.1 Traffic Breakout

- The first demo (Figure 3-20) will show the traffireakout of an Internet connection. A
connected UE establishes a streaming session. MWiklieakout capabilities of the LFGW flows
the traffic of the stream through the MCN and ited&able on the G35. After the traffic breakout
is active for the UE, the LFGW stripes of the datem the user plane and send it directly to the
Internet. The responses have to filter out by tAR6&W and extended with a GTP header. This is
transparent for the UE and the MCN did not spesdueces for this traffic.
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Tektronix G35
(CN Emu.)

Internet
Service

FAP 1

Figure 3-20: Demo 1, Traffic Breakout
KPIs. The luh-Tab acts as an enabler for other dematifumality and is not meant to be

production quality and performance optimized. Fuar purpose of the test-bed, the primary KPI
is whether it correctly implements the requiredctionality or not. For analysis reasons the

throughput, latency and system load could be medsur

3.2.2.2 Traffic Routing

possible to establish a data connection betweerJi/s without traffic routing over the MCN.

The second demo (Figure 3-21) will show the traffiating between two UE’s. Usually it is not

The LFGW can exchange the user plane informatiotheftraffic and allows a local routing.

The traffic of this connection will never pass MEN (see also Section 3.2.4.1).

Tektronix G35
(CN Emu.)

SeGW [

&
Internet
i '_;0 i: Service
=
: Local S
» Femtocell m g
5 )

Figure 3-21: Demo 2, Traffic Routing
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KPIs: The luh-Tab acts as an enabler for other dematifumality and is not meant to be
production quality and performance optimized. Far purpose of the test-bed, the primary KPI
is whether it correctly implements the requiredctionality or not. For analysis reasons the
throughput, latency and system load could be medsur

3.2.2.3 Traffic Control

- The third demo (Figure 3-22) will show the traffiontrol inside the enterprise network. The
openFlow technology allows transferring connecfiows to avoid the overload of a link inside
the network. For a Mobile Operator the guarantelin&fcapacities is important for the QoS. To
show this, the UE will establish a connection tolaternet service. This connection will be
affected by cross traffic. The openFlow controtietects the critical bandwidth of the link and
tries to transfer the flow to another link.

Tektronix G35 ilﬁ"“
(CN Emu.) e

Internet
Service

Figure 3-22: Demo 3, Traffic Control

- KPIs The luh-Tab acts as an enabler for other dematiwmality and is not meant to be
production quality and performance optimized. Far purpose of the test-bed, the primary KPI
is whether it correctly implements the requiredctionality or not. For analysis reasons the
throughput, latency and system load could be medsuvoreover the link capacity and the
structure of the meshed network could be analysed.

3.2.3 Key Building Blocks and I ntegration Specification

3.2.3.1 Key Building Blocks

The following is a list of the key enabling buildirblocks required for the demo scenarios described
above.

- The luh-Tap framework, which is the basic infrastructure needed to inéeto the Iuh
interface. Contains, e.g., functions to proxy aridrecept SCTP connections and GTP tunnels on
the control and data planes, respectively.

- The HNBAP/RANAP Dissector sits on top of the luh-Tap framework and procegsessing
signalling messages. It also supports an interf@cerhich other modules can register to receive
event notifications and usage statistics. For exampuch modules can be the Traffic
Management Function and Fault Diagnosis.

- The Traffic Re-routing Function sits on the data plane and is capable of re-rgutinoming
user traffic from the femtocells, the core netwarld the Traffic Offload Function (i.e. from the
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local IP network) and forward it, potentially ond#ferent bearer, to the core network, the
femtocells or the Traffic Offload Function.

- TheTraffic Offload Function works closely together with the Traffic Re-routiRgnction and
performs the IP address allocation for the usdifi¢ravithin the local IP network and performs a
network address translation on the traffic if nseeg.

- The openFlow meshed Network is the basic infrastructure to allow traffic caitinside the
enterprise network. It contains several openFlowchas (virtual or real hardware) and enables
advanced network functionality.

- TheopenFlow Controaller is the management part for the openFlow netwotkisralso located
on the LFGW. The main function of the controllertéshold the actual state of the network,
integrate centralised routing algorithm and configion of the network.

- The Traffic Management Function controls both the Traffic Re-routing Function arub t
Traffic Offload Function, based on the events reegifrom the HNBAP/RANAP Dissector and
operator policies. Moreover it could interact witte openFlow Controller to monitor the link
capacities of the network.

These building blocks and their inputs and outpaitsther building blocks are summarised in the &abl
3-1 below.

Table 3-1: Key Building Blocks of the LFGW

Key Building Block Functionalities I nput Output

The infrastructure
needed to insert into the
luh interface between
the femtocells and the
core network, e.g. to
proxy the SCTP
connections on the
control plane.

luh-Tap Framework

Observes passing HNBAP/RANAP Signalling events and
HNBAP/RANAP I—!NBAP/RANAP signalling messages | statistics
Dissector signalling messages and
generates events and
statistics.
Sits on the data IP traffic from IP traffic to femtocells,
forwarding path and femtocells, core core network and/or
Traffic Re-routing potgntially re-routes network and/qr Traffic Traffiq Ofﬂoaq
) traffic between bearers| Offload Function; Function; traffic
Function . . .
or to/from Traffic control messages from| statistics to Traffic
Offload Function the Traffic Management Management Function
Function
Allocates a local IP IP traffic from local IP traffic to local
address for offload network or Traffic Re- | network or Traffic Re-
Traffic Offload traffic and performs routing Function; routing Function
Function NATting. control messages from
the Traffic Management
Function

The infrastructure to
openFlow Networ k allow advanced
network functionality.

Observes the network | control messages from| Link events and

openFlow Controller | and configure the the Traffic Management statistics
openFlow switches. Function
The control logic Events and statistics | Control messages to
behind Traffic Re- from HNBAP/RANAP | Traffic Re-routing and
Traffic Management | routing and Offloading.| dissector; traffic Traffic Offload
Function statistics from Traffic | Functions

Re-routing Function;
Operator policies
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The following interfaces have thus to be implemeénte

- Interface between the HNBAP/RANAP Dissector in thl-Tap and the Traffic Management
Function.

- Interface between the Traffic Management Functiwhthe Traffic Re-routing Function.

- Interface between the Traffic Management Functiwhthe Traffic Offload Function.

- Interface between the Traffic Management Functiahthe openFlow Controller.
All above-mentioned Interfaces are integrated asTRESnterface and follows the “publish-subscribe”
model. This allows the configuration and monitorofghe Key Building Blocks over a web browser.

3.2.3.2 Key Building Blocks Integration into Modules

The table below (Table 3-2) provides a high levetrgiew of the building blocks required for each
demo. It should be noted that the complexity ofithelemented building block will be dependent oa th
final demo scenario which is chosen.

Table 3-2: Building Blocks Vs Demos

Building Block Demo 1 Demo 2 Demo 3
luh-Tap Framework X X
HNBAP/RANAP Dissector X X
Traffic Re-routing Function X X
Traffic Offload Function X
openFlow network X
openFlow Controller X
Traffic Management Function X X X

The main building blocks from the table above avenbined to modules, depending on their function.
Therefore, from the software architecture pointvidw the luh-Tap consist of four modules (Figure
3-23). The luh-Tap Framework and the HNBAP/RANAPsdigor are combined to th@ plane Tab
module. Both traffic functions are implemented in teplane module.

Gani®)

IUH-Tap

Traffic
Management Function

F

C plane Y

OpenFlow
Controller

Qi
Figure 3-23: Architecture of the luh-Tap

Page 55 (81)



BeFen@ D6.2 v1.0

3.2.4 Traffic Offload and L ocal Routing

One of the functionalities of the luh-Tap is thaffic offloading. The management of the traffic
offloading can be transparent to the operatiorth®imobile core network and the femtocells. To exahi
this, new functionalities are added to the LFGW.

On the control plane, the HNB-GW and the femtosefid regular signalling messages through the SCTP
connections established between them. The LFGW acts simple proxy between them. On the user
plane, both the HNB-GW and the femtocell, follove legular procedures, i.e., the HNB-GW establishes
the GTP tunnels with the femtocells. The GTP turuael be intercepted at intermediate nodes (Wireless
Mesh Routers (WMRs) or LFGW) for local routing andftata offloading. Depending on where the
traffic offload module is located, the traffic afiding process can be centralized or distributed.

3.24.1 Centralized Traffic Offloading

When the Traffic Offloading module is located inrethFGW, it can be used for data offloading or
centralized routing. In this case, the LFGW isdhéy element offloading data from the femtocells.

For each femtocell of the NoF, the LFGW breaksdtiginal GTP tunnel between the HNB-GW and the
femtocell. The LFGW manages the tparts of the tunnel: there is ormgart between the HNB-GW and
the LFGW. This part of the tunnel is only useddaternal traffic but it is not used for traffic lcto the
NoF. If there is no external traffic, the LFGW miims this part to avoid that the HNB-GW closes the
tunnel with the femtocell. There is anotlpart between the LFGW and the femtocell. This parbcal to
the NoF. The mechanisms implemented in the LFGWt@esparent from the point of view of the
mobile core network and the femtocells. They stk the same original tunnels.

When two UEs in the NoF send data between themtrdffiic goes through the LFGW. It forwards the
local UE data between the two local parts of thd@Innels. If the traffic is for an external usemfi the
NoF, the traffic is forwarded towards the HNB-GWheTLFGW maintains the original GTP tunnel with
the HNB-GW (with keepalive packets, if needed) Isat tresources are not released in the mobile core
network.

The following figure (Figure 3-24) shows one datamection between two UEs attached to the NoF.
This data connection results in two GTP tunneledgrand blue lines) between the UEs and the mobile
core network. The LFGW keeps the original GTP tusiméth the HNB-GW (dashed lines) and forwards
the data between the two local GTP tunnels (soiik).

WMR/

UMTS Core Network
(based on the G35 emulator)

WMR/
FAP #2

Figure 3-24: Traffic offloading centralized in the LFGW

3.2.4.2 Distributed Traffic Offloading

When the Traffic Offloading module is deployed atle femtocell of the NoF, it can be used for local
routing or local data offloading. In this case,leé&mtocell can offload data from the UEs attactueitl

For each femtocell of the NoF, the WMR (that istprthe wireless femtocell) breaks the original/GT
tunnel between the HNB-GW and the femtocell. The R/Manages the two parts of the tunnel: there is
one part between the HNB-GW and the WMR. This phthe tunnel is only used for external traffic but
it is not used for traffic local to the NoF. If tieeis no external traffic, the WMR maintains thistpa
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avoid that the HNB-GW closes the tunnel with thetiecell. There is another part between the WMR
and the femtocell. This part is local to the wissldemtocell (i.e., between the WMR and the fenitpce
The mechanisms implemented in the WMR are transpssehe mobile core network and the femtocells.
They still see the same original tunnels.

When the UEs in the NoF send data between themtrdffec crosses the WMR. It sends the local UE
data to a remote WMR through the NoF using theibdigied backpressure routing or any other routing
solution but the data do not pass through the LF@GWy if the traffic is for an external user, thére
traffic is forwarded towards the LFGW and the HNBYGThe WMRs maintain the original GTP tunnel
with the HNB-GW (with keepalive packets, if needed)

The following figure (Figure 3-25) shows one datamection between two UEs attached to the NoF.
This data connection results in two GTP tunnelsdgrand blue lines) between the UEs and the mobile
core network. The WMRs keep the original GTP tunméth the HNB-GW (dashed lines) and forwards
data to the NoF using the distributed backpressomging (orange line). When the destination WMR
receives the data, if forwards the data to the GifiRel (solid line) established with the local fen#ll.

WMR/
FAP #1

UMTS Core Network
(based on the G35 emulator)

TEID #1

TEID #2

WMR/
FAP #2

Figure 3-25: Traffic offloading distributed between the WM Rs

3.2.4.3 Implementation of the Traffic Offloading module

The following figure (Figure 3-26) shows a bloclagliam with the implementation sub-modules of the
Traffic Offloading:

- TheTraffic Management sub-module captures and filters the GTP traffithin LFGW. The data
packets between the source and destination UE ren@psulated in GTP tunnels between the
femtocells and the HNB-GW. The GTP traffic goegrrthe source femtocell to the HNB-GW
and from the HNB-GW to thdestination femtocell. The source UE is attached to sherce
femtocell and the destination UE is attached taddstnation femtocell. The HNB-GW receives
GTP packets from thsource femtocell (from the GTP tunnel identified by tharihel Endpoint
Identifier TEIDypnk) @nd forwards them to thaestination femtocell (through the GTP tunnel
identified by the Tunnel Endpoint Identifi€El Dpownink)-

- TheTEID database stores the mapping between the pair of sourcedastination UE of the data
flow and the information about the GTP tunnél&lDyp i and TEIDpownuink) Used for the
data flow in uplink, i.e., the GTP tunnel betwebn dource femtocell and the HNB-GW and in
downlink, i.e., the GTP tunnel between the HNB-GNhd #éhedestination femtocell.

- The Tunnels Management sub-module learns the information from the upl@®KP tunnel and
the downlink GTP tunnel and populates Tit&#D database. Moreover, itbreaks the uplink GTP
tunnel andcreates the downlink GTP tunnel, i.e., when it receives tATP packets from the
uplink GTP tunnel, if the source and destination td&pping is stored in thEEID DB, then it
de-encapsulates the user data and generates thdaweavlink GTP packets. If the mapping is
still not known, the GTP packet continues towalts HHINB-GW. Finally, it keeps theriginal
uplink and downlink GTP tunnels established with HINB-GW.
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Traffic
Management
-
Tunnels TEID
Management DB

Figure 3-26: Implementation sub-modules of the Traffic Offloading

3.25 Work Plan

The following Gantt charts (Figure 3-27) summatize tasks to set-up the luh-Tap demonstration withi
Testbed 2.

TaskId |Stat |End Task Description

T1 May-11[ May-11] Set up of the local testhed with LFGW and Sagemcom Femtocells
T2 May-11| May-11] Set up of tunnel to CTTC testhed and emulator

T3 May-11[ Jun-11|Development of luh-Tap Framework

T4 May-11[  Jul-11|Development of HNBAP Dissector

T5 Aug-11] Aug-11|Integration test luh-Tap Framewark and HNBAP Dissector

T8 Aug-11| Aug-11|Development of basic Traffic Management Function

T7 Sep-11| Sep-11|Integration test HWNEAF Dissector with Traffic Management Function

T3 Oct-11] Oct-11|Development of Traffic Re-routing Function

T9 Oct-11] Oct-11|Development of Traffic Offloading Function

T10 Maw-11] Dec-11|Integration of Traffic Re-routing Function and Traffic Offloading Function with Traffic Management Function and Testing
T11 Jan-12| Mar-12|lterative refinement

T12 Apr-12] Jun-12]Integration into Testbed 2

AR A ™ S S S S SR A
Taskld /98 /5

Figure 3-27: Testbed 2 (Iuh-Tap) integration work plan
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4. Testbed 3, Multi-Radio FemtoNode Authentication in the Fixed
Access Networ k

The main objective of Testbed 3 (Figure 4-1) isvédidate and demonstrate the authentication of the
FemtoNode subscriber by inserting a removable Usaldntegrated Circuit Card (UICC) card in order
to allow an authentication procedure regardlesgtfugyraphical location and the access network palsi
infrastructure. New functionalities that can be vyiled by a Multi-Radio FemtoNode will also be
investigated. Moreover, the self-configurationtod eaccess network elements will be demonstrated too

i

Other Services

L IPTV service

h= »

IP Node
(RCEF)
el

[T

i

— TISPAN R2 AMF
ii l\ | 802.1x Authenticator

‘ . i

==

\

{ ; BRAS
- %K\ Router oLT ETSI TISPAN NGN
‘ Rel2
MultiRadio Femtonode NASS+RACS
\__ Subsystems

Figure 4-1: Testbed 3 architecture

4.1 EAP-AKA over 802.1X Algorithm

4.1.1 Short Description

EAP-AKA over 802.1X is the selected algorithm tdtenticate the subscriber to the fixed backhaul and
configure it in real time. The criteria for choogithis solution involve the following advantages:

- It is highly probable that the femtocell node willovide the software and hardware elements
required to run EAP-AKA protocol stack.

- The IEEE 802.1X protocol, which is the standard EAP authentication over Ethernet, is
currently quite popular due to its intensive usagewi-Fi (since it is the core of WPA
authentication) and counts with enough support doegss network equipments: commercial
DSLAMS or Optical Line Terminations (OLTs) from wawms manufacturers.

The algorithm developed covers the following siiorag:
- Initial attachment: the user inserts the UICC cardifet time.

- Full Re-authentication: IMSI is used and fresh aeantltation vectors are generated to avoid
security threads.

- Fast Re-authentication: TIMSI is used to avoid masting the network and detect whether or
not the UICC card is removed.

The subscriber authentication algorithm is fullgckébed in BeFEMTO D5.1, section 5.1 [13].

4.1.2 Demo Scenario and KPIs
Testbed 3 will implement two different demo sceosrieach one holding different scenarios.

4.1.2.1 SecureLoose-Coupled Authentication of the Femtocell Subscriber

- In this demo scenario, the home access network beusbnfigured with the services subscribed
by the user. Two possible situations have beeindisished:

o0 Recognition of a valid/invalid card by the Networkhe network must be able to
recognize if a valid card is inserted in the caader.
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o0 Recognition of different subscribers from the sammé The network must be able to
differentiate between users and their subscribadcss.

KPIs: No KPIs are needed for the “Secure Loose-Couplathéntication of the Femtocell
Subscriber” use case. They message would be that the flexibility and dynamism of thisd
of authentication enables the slogan “My home mavigs me”.

4.1.2.2 Multi-Radio FemtoNode as enabler of a new generation of services

A demonstration is proposed in which the Multi-Ra&emtoNode (MRFN) radio interfaces,
3.5G, Wi-Fi, RFID, ZigBee and Bluetooth, will be jdin used. More specifically, user
identification based on RFID and home surveillandebg demonstrated.

0 User identification (by means of RFID) and home ®@&w personalizatioThe multi-
radio FemtoNode will identify the customer by meah&FID tag in the user terminal.
It will send a welcome message to the user termmalmeans of a Bluetooth
connection, and it will upload the user photogragtiored in the terminal to a digital
frame, by means of Bluetooth connection.

o Home surveillance from the user terminéhe user terminal is connected in remote or
local to the multi-radio FemtoNode by means of 3.&6 Wi-Fi), and through the
MRFN he will access a home web server, to check hal@ens and status of sensor
nodes and also actuate on some sensors. Then hisimgobile, the user can drive a
small robotic vehicle (ROVIO) that transmits vidaeo real time. The video and the
robotic vehicle are connected to the MRFN via a \Mifk.

KPIs: Thekey message would be “the Multi-Radio FemtoNode is the enaloienew generation
of advanced services”.

4.2 Key Building Blocks and I ntegration Specification

4.2.1 Key Building Blocks
For the authentication part, three Key Building Betlave been identified:

Customer Network Gateway (CNG). Provides the functionalities of an Optical Netlwor

Terminator (ONT), Broadband Access Router or Reside@®ateway (RG) and a Multi-Radio

FemtoNode. As currently there is neither a Broadbaockss Router nor femtocell equipment
supporting UICC cards insertion and management, aarrext pluggable USB Smart Card

Reader will be used. This device will be plugged itite PC simulating the femtocell (since the
Broadband Access Router does not offer either USBemiimams or UICC cards).

Network Attachment Sub-System (NASS). For testing the authentication, only the minimum
and essential set of entities and functionalitiesnfthe NASS needed for a proof of concept will
be implemented. This functionalities are:

o Network Access Configuration Function (NACF).

0 Access Management Function (AMF).

0 User Access Authorization Function (UAAF).

0 Connectivity session Location and repository Fumc{ioLF).

Resour ce and Admission Control Subsystem (RACS). For testing the authentication, only the
minimum and essential set of entities and functibea from the RACS needed for a proof of
concept will be implemented. This functionalitie® ggrouped into policy decision points and
policy enforcement points and are the following:

0 Access - Resource Admission Control Function (A-RACF).
0 Service-based Policy Decision Function (SPDF).

0 Resource Control Enforcement Function (RCEF).

o |IP Edge Node (BRAS).

0 Access Node (OLT).

Table 4-1 hereafter summarises their functionaliied input/output.
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Table4-1: Authentication KBBs

Key building Functionalities I nput Output
Block

e ONT The subscriber The authentication procedure

« Broadband Access| introduces the UICC | is triggered
Router card into the

Customer «  PC simulating Broadband Access
Network Gateway multi-radio Router

FemtoNode

« External pluggable
Smart Card reader

e CLF NASS receives from | - As a consequence of a
« NACF CNG 802.1x successful authentication
e  UAAF authentication procedure, NACF provides
e AMF packets the CNG with a public IP
address.
NASS subsystem - As a consequence of a

successful authentication
procedure, CLF conveys t
the RACS the policies to
be enforced in the RCEF
for this subscription.

@]

« A-RACF RACS receives from | A-RACF commands the
e« RCEF the NASS the enforcement of the policies
RACS subsystem | * SPDF policies to be in the RCEF
o Access Node enforced for a
+ IP Edge Node subscription in the
RCEF

The following is the list of the key building blogkequired for the MRFN demo scenario, in which
multiple radio interfaces will be used.

- Modem router ADSL, to which the MRFN is connected.

- MRFN (A Linux PC with Linux Ubuntu 10.04) with followinmterfaces: 6 USB ports, in which
are connected: HSPA, RFID, Bluetooth, ZigBee and UWorianterfaces, 2 Ethernet ports, to
which is connected a Wi-Fi Access Point.

- Drivers and applications to manage and bridge fiiementioned radio interfaces.

4.2.2 Interfaces
The main interfaces and responsibilities involuethie architecture are described below.

4.2.2.1 User Equipment Authentication Interfaces

The equipment deployed at a customer premise (EigtR) is composed of a User Equipment (UE) and
the Customer Network Gateway (CNG). In TID’s testbesl CNG is implemented by the PC simulating
the FemtoNode functionalities, the Optical Netwbirkit (ONT), and the Broadband Access Router.

Customer Premises Equipment (CPE)
Smartphone Femtocell BroadbandAccess ONT
/ Ropter -
UE CNG

Figure 4-2: Customer Premise Equipment

- Reference point CNG-AMF. This reference point enables the FemtoNode t@iairequests
for IP address allocation and to trigger the auibation of the FemtoNode Subscriber, in order
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to access the network. These requests are receywtte AMF entity implemented in the OLT.
This reference point will support several interface

0 One of them, to trigger access network authentinaéind IP address allocation. This
interface will not be implemented following ETSI SPAN definition but the
proprietary interface provided by the OLT vendor.

0 The second one, to support exchange of 802.1X mesdsetween the Femto Node and
the OLT (Access Relay Function (ARF) + AMF).

- Reference point CNG-UAAF. This reference point enables the FemtoNode thange EAP
messages with the UAAF for authentication purpo8ssstated previously, it will implement the
EAP protocaol.

4.2.2.2 Network Attachment Sub-System

The Network Attachment Sub-System (NASS) (Figurd) 4rovides registration at access level and
initialization of User Equipment (UE) for accessittgthe TISPAN Next Generation Networks (NGN)
services. The NASS provides network level iderdifien and authentication, manages the IP address
space of the Access Network and authenticates ac@ssions. The NASS also announces the contact
point of the TISPAN NGN Service/Applications Subtgyss to the UE.

Network Attachment Subsystem

(NASS) Resource and
Admission
Control
Subsystem
(RACS)
Customer
Premises
Equipment
(CPE)

Figure 4-3: NASS architecture
The main responsibilities of the interfaces torbplemented in this testbed are the following:

- Reference point NACF-CLF (a2). This reference point allows the NACF to registethie CLF
the association between the allocated IP addresheoNASS User Identity and the related
location information (IP edge ID, Line ID). The merface is based on the Diameter protocol.

- Reference point UAFF-CLF (a4). This reference point allows the CLF to registee th
association between the NASS User Identity andNASS User preferences regarding the
privacy of location information provided by the UR&A Reference point a4 is also used to
register NASS User network profile information (Qoi®file). The CLF may retrieve the NASS
User network profile from the UAFF. Interface ad&sed on the Diameter protocol.

- Reference point NACF-AMF (al). This reference point allows the AMF to request RWACF
for the allocation of an IP address to user equignas well as other network configuration
parameters. This interface will not be implemerfi@tbwing the ETSI TISPAN definition but
the proprietary interface provided by the OLT vendo

- Reference point UAAF-AMF (a3). This reference point allows the AMF to request thPAAF
for NASS User authentication and network subsaiptthecking. This interface will not be
implemented following the ETSI TISPAN definition thtihe proprietary interface provided by
the OLT vendor.

- Reference point CLF-RACF (e4). This reference point is used to pass the assmtibetween
the Globally Unique Address and/or NASS User IDtlom one hand, and the Access Identifier
(logical or physical) on the other hand, from theFClo the RACS. This allows RACS to
determine the amount of available network resourtiee e4 reference point may also be used to

Page 62 (81)



Bd:en@ D6.2 v1.0

pass QOS profile information and initial gate s&fs from the CLF to the RACS. This allows
RACS to take them into account when processing resaoallocation requests. e4 interface is
based on the Diameter protocol.

4.2.2.3 Resource and Admission Control Sub-System

RACS (Figure 4-4) is the NGN Subsystem responsibltepblicy control, resource reservation and
admission control. In addition, it also supportsecBorder Gateway Services (BGS) including Network
Address Translation (NAT) mechanisms.

Resource and Admission
Control Subsystem
(RACS)
Network Attachment ed Rg
Subsystem | A-RACF__| SPDF
(NASS)
T Re
RCEF

Figure 4-4: RACS architecture
The main responsibilities of the interfaces torbplemented in this testbed are the following:

- Reference point SPDF-A-RACF (Rq). The Rq reference point is used for QoS resource
reservation information exchange between the SPmthe A-RACF. Via the Rq reference
point the SPDF issues requests for resources iadbess and aggregation networks, indicating
IP QoS characteristics. Rq interface is based obtameter protocol.

- Reference point A-RACF-NASS (e4). The definition of this interface is already déised in
the NASS interface description in the previousisect

- Reference point A-RACF-RCEF (Re). The Re reference point is used for controlling the
L2/L3 traffic policies performed in the transpotape, as requested by the resource management
mechanisms, i.e. gating, packet marking, traffitgieg and mid-session updates functionalities.
Re interface is based on the Diameter protocol

4.2.3 Relation to Demo Scenarios

The table below (Table 4-2) summarizes the infoiomaand provides a high level overview of the
building blocks required for each demo.

Table 4-2: KBB relation to the scenarios

Scenario Key building block | Minimum Functionality
Secure, Loose- Customer Network | ONT
Coupled Gateway Residential Gateway

Authentication of
the Femtocell
Subscriber

PC simulating FemtoNode
External pluggable Smart Card reade

NASS subsystem

CLF
NACF
UAAF
AMF

RACS subsystem

A-RACF
RCEF
SPDF
Access Node
IP Edge Node

Demonstration of
advanced services
enabled by the
MRFN

MRFN equipped
with different radio
interfaces

MRFN equipped with different radio
interfaces
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4.3 Work Plan

Testbed 3 will be the result of the work perfornigdtwo groups of TID. Thus, Testbed 3 will comprise
the developments performed with regard to two smhst

- Subscriber authentication solution
- Multi-Radio FemtoNode solution

These two solutions will demonstrate the physicarameter independence for the subscriber
authentication as well as the real time configorabf the access network for the services demabgled

the subscriber, allowing the multi-radio FemtoNad@rovide such services to the end user througaout
wide variety of radio interfaces.

To this end, a work plan has been defined to entheeproper coordination for both groups and to
establish the due dates in which these solutiofisheidelivered and integrated within a single liesit
Three tasks have been identified until Testbed IBbei ready for a demonstration. More preciselg th
Table 4-3 schedules the completion of Testbedr@dthasks identified), while Figure 4-5 summaritres
work plan in the form of a Gantt chart.

Taskld [Stat |End Task Description

T May-11[ Sep-11]Development and finalisation of each KBB
T111 [ May-11] May-11| CPE

T11.2 [May-11] May-11|NASS

T11.3 [ May-11] Mayw-11|RACS

T1.2.1 [ May-11] May-11|Femto connection to xDSL router through PC
T1.22 [May-11] Jun-11|Radic interfacas integration in PC

T1.23 [May-11] Sep-11|multi-radio S\

T2 Oct-11| Now-11]Integration of each solution

T21 Jan-00] Now-11]Subscriber Authentification Solution

T22 Qct- 11| Mow- 11 Multi-radio node

T3 Dec-11{ Jan-12]Integration of the system within Testbed 3

A N NS (S > S A0 8 A %
Task Id < A S & S SN S A
|

™
T1.1.1
T1.12

T3

Figure 4-5: Testbed 3 integration work plan
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Task 1: Development and finalisation of

Task 2: Integration of each solution

Task 3: Integration of the system within

each KBB Testbed 3
Solution KBB Development Status Due Date Challenge Due Date Challenge Due Date
Subscriber CPE EAP/AKA 802.1x Integration of all UICC card reader will be
authentication software to read cards | 31.05.2011 subsystems with the OLT. integrated within the
solution (XSupplicant) The solution must multi-radio FemtoNode.
NASS Authentication procedure achieve:
among the UAAF and | 31.05.2011 * Read the UICC card, 30.11.2011 Proof of Concept:
CLF « Authenticate the T It will be shown how
RACS Policy enforcement in Subscriber. services are available only
RCEF according to A- 31.05.2011 « Enable services yvhen the l_JIC_:C card is_
RACF rules e contracted by the inserted within the Multi-
subscriber. Radio FemtoNode.
Multi-Radio Femto Standard femto Inter-operation of
femtonode | connection| connected to the mobile different radio interfaces, 31.01.2012
solution to XDSL | core network through the 31.05.2011 including the FemtoNode
router PC and ADSL router showing the provision of
through PC some demo services that
Radio Checking simultaneous involve 2 or more
interfaces | operation of radio plug- | 54 55 5011 simultaneous radio 30.11.2011
integration | ins in the PC T interfaces
in PC
Multi-radio | Developing proof-of-
SW concept services 30.09.2011

supported on multi-radio

Table4-3: Work Plan of Testbed 3
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5. Testbed 4, Automatic Fault Diagnosisin Enterprise Networked
Femtocells
The goal of Testbed 4 was to validate the Faulgbisis functionality developed in BeFEMTO [12][13].

This functionality is intended to find the mostdli cause of service errors in the enterprise nik®eb
femtocells scenario and relies on the availabditg LFGW to host diagnosis components.

5.1 Automatic Fault in Enterprise Networ ked Femtocells

By means of its fault diagnosis capabilities, the B®IF O system proposes to locally find the root cause
of service affecting problems without the interventof the femtocell management system (HMS). To do
so, fault diagnosis functionality will be deployedthe BeFEMTO LFGW and will gather relevant status
information from several sources.

Mobile network

Public IP Network

| Fn: femtocell n
| UE: client device

Access
Network

1 O UE5

Local Area Network

“A’& %’
UE2

F2 F4  UE3
Enterprise femtocell network

UE1

Figure5-1: Testbed 4 architecture

The scenario selected focuses on QoS degradatien wilser is consuming a video in his mobile device
under the coverage of an enterprise femtocell ngtwo

5.1.1 Short Description

Fault Diagnosis is designed as a recursive alguarithat performs Bayesian inference with available
information until it reaches a given predefined fadence level. Otherwise, it tries to gather addiél
information by performing relevant tests or requmsta belief to diagnosis agents in other network
domain. From all the set of possible tests that marperformed, the one with the largest difference
between value and cost is chosen first. The valdecast parameters are described below:

- Valueof thetest. A test has a large value if the result of that baplies a significant increase in
the confidence of the diagnostic.

- Cost of the test. It represents the cost in terms of resources used, consumed to perform
such a test, price, etc.
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In short, the diagnosis procedure works as follows:

1.
2.
3.

5.

It adds to the BN all stored observations and b&lielated to it.
It performs Bayesian inference

It checks if the confidence in the diagnosis ishhignough. If so, it stops the diagnosis.
Otherwise it goes to 4.

It selects the most appropriate action (test, regudservation, request belief or request
diagnosis). Depending on the action to be done:

o If the given action is to perform a test, it penfisrit and returns to 1.

o If the given action is to request an observatidnsends the request, and waits a
maximum time for an answer. When receiving a pr@pewer, it goes to 5.

o If the given action is to request a belief, it setite request, and waits a maximum time
for an answer. When receiving a proper answeneésgo 5.

o If the given action is a request for a diagnosigaits for the answer a maximum time -
already passed time since the start of the diagn@sice it receives the answer, it goes
to 5.

o If no more actions are found, it finishes the diegja procedure. This can happen
because it cannot get more evidences or beliefoeoause the time to perform the
diagnosis has been exceeded.

It waits for an answer. When receiving one, shoeN@luate the response to continue the
diagnosis, going to 1 again.

5.1.2 Demo Scenario and KPIs

This testbed relates to the use case “Femto foergrse” and aims to cover the requirements
associated to Zero-configuration and self-manageémiefemtocells. In particular, it focuses on
automatic fault diagnosis, addressing problems thay span several network domains. In
particular, the chosen service error failure caas@ QoS degradation perceived by a user
accessing a video through his UE when he’s indballfemtocell network. As a result of service
error diagnosis, the BeFEMTO system should be ableletermine the cause of the QoS
degradation, as well as the network domain respta&r the fault.

In addition to finding the root cause, propagatidtiault information between different network
domains may be needed. For that, 3GPP technicattrpprt on alarm requirement [15] should
be revisited for the Femto Network scenario. Carestnhe taken that only relevant fault
information is propagated according to the polidgnreplace.

KPIs: The evaluation results will address the followkigls:

o Percentage of problems locally diagnosed inside fgmatocell network without
involving resources from other domains.

Percentage of conclusive diagnosis.
Average time to diagnose a problem.

Average number of test agents involved per typdiadnosis error.

o O o o

Alarm reduction propagation to the macro network.

5.2 Key Building Blocks and Integration Specification

5.2.1 Fault diagnosisframework

Fault Diagnosis relies on the KOWGAR framework deped by Telefénica I+D. This framework is
built on top of the Multi Agent Platform JADE andopides generic fault diagnosis functionality which
needs to be adapted to the scenario at hand. Sthéaframework has been used in several scenarios,
both in research and commercial projects.

The main adaptations needed in this framework foFEBTO purposes are the modelling of the
diagnosis knowledge, by means of a Bayesian Netveorlt,the development of interfaces with the main
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sources of status information. Further, specifgt tgents may need to be developed to meet BeFEMTO

needs.

Therefore, the following interfaces have to be iempénted in BeFEMTO (Table 5-1):

Interface between Fault Diagnosis and the femtec&his interface will be based on CLI and
will allow Fault Diagnosis retrieving relevant siatinformation from each of the femtocells that
make up the Enterprise Network. Alarms and perforceacounters are provided by the
femtocell. The selection of the ones relevant eube case still needs to be done.

Interface between Fault Diagnosis and the luh-Tés component dissects luh traffic passing
through the LFGW and gathers relevant informationtlee status of the enterprise femtocell
network. Based on the events detected, it can funtinepagate this information to other
BeFEMTO components, as would be the case of Faafjivisis.

Specific tests to check connectivity status betwdifierent network domains and other issues
which can have a negative impact on video qualiy meed to be integrated in some of the
KOWGAR observation agents.

Table 5-1: Fault diagnosis KBBs

Key building Block Functionalities I nput Output
Automatic root cause Femtocell status | Set of main
. : detection. information. hypothesis together
Fault Diagnosis ith thei
framework luh-Tap events. | with their
Connectivity probabilities.
information.
Propagating relevant Status information.
Interface between | information about the status
Fault Diagnosisand | of a femtocell.
the femtocells
Propagating relevant status Status information.
I nter face between information and events
Fault Diagnosisand | detected by the luh-Tap.
theluh-Tap
Execute tests to get Result of the test.
additional evidence.
Specific test agents

5.2.2 Alarmsand Performance Counters Feedback by the 3G Femtocell

To support the fault diagnosis activity, the fenelbeceports various alarms and performance counters
Since real implementation of Testbed 4 did not suppR-069 [16], which is the native way for the
femtocell to report those variables to the OAM gdiine specific femtocell data model [17], the ukaro
XML format was chosen such that alarms and perfaoeacounters can be retrieved by the LFGW.
Table 5-2 and Table 5-3 show the alarm and perfoo@&ounters available at the LFGW, respectively.
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Table5-2: Alarmsreported by the femtocell

Alarm Internal ID

Generic Alarms

Severity

Event type

Probable cause

Description

Processing error

Quality Of Service

ERROR_SOFTWARE_PROCESSING  [MAJOR [ /° Software Error Software error
ERROR_LAN_COMMUNICATIONS MAJOR chnfss'”g EMOT 1L AN error No LAN communication available
ERROR_DNS_QUERY MAJOR chnfss'”g EMOT 1L AN error No response fro DNS Query
ERROR_NETWORK_CLOCK_SYNC  |MAJOR |Frocessing emor f, o\ error HNB could not get clock
— — — alarm synchronization
ERROR_HNB_AUTHENTICATION MAJOR ;;Orcnfss'”g €O invalid parameter HNB could not authenticate
ERROR_HMS_ASSOCIATION MAJOR :]raorcmess'”g EMOT 1L AN error HNB could not associate with HMS
ERROR_HNBGW_ASSOCIATION MAJOR :]raorcmess'”g EMOT 1L AN error HNB could not regster with HNB_GW
ERROR_LOSS_OF_SYNCRONIZATION |MAJoR |7rocessing error - [Clock synchronization | oo ¢ o oci synchronization
alarm problem
ERROR_FIRMWARE_UPGRADE MAJOR |Crocessing error |Software Download |, o otaiis to upgrade
alarm Failure
ERROR LOCATION CHANGE Warning Environmental Ex_temal Equipment HBN detects a location change during
— — Alarm Failure REM

SON Alarms

HNB detects high level of radio

alarm

SON_DETECT_HIGH_INTERFERENCE |MAJOR Alarm Performance Degraded interference

Processing error HNB detects configuration error and
SON_CONFIGURATION_ERROR MAJOR alarm LAN error can not become operatonal
SON_STATE_CONTROL_ERROR MAJOR Processing error LAN error HNB detects an internal state control

alarm error

Quality Of Service .
SON_NO_SUITABLE_PSC MAJOR Alarm Performance Degraded [No free PSC available
SON_NO_SUITABLE_LAC MAJOR /%:?l']fy Of Service | o tormance Degraded |No free LAC/IRAC available

] . . HNB unable to control network

SON_NWLPHY_CONTROL_ERROR MAJOR |Equipment Equipment failure listening system
SON_RADIO_CONTROL_ERROR MAJOR |Equipment Equipment failure HNB unable to control radio system
SON_ASN1_DECODE_ERROR minor aP];c:cmessmg emor Software Error ASNL1 decode error
SON_TLV_DECODE_ERROR minor aP];c:cmessmg eror Software Error TLV decode error
SON_SYSTEMCALL_ERROR minor Processing error Software Error System call error
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Table 5-3: Performance countersreported by the femtocell

Name Type Description

Performance counters relating to Real Time Transport using RTP

LostRcvPackets uint32 The number of Lost RTP packets in reception

LostFarEndPackets uint33 The number of Far End Lost RTP packets

Overruns uint32 Total number of times the receive jitter buffer has overrun

Underruns uint32 Total number of times the receive jitter buffer has underrun for a CS-domain RAB
MeanRTT uint32 The mean Round Trip Time in microseconds as computed by the source
MaxRTT uint32 The maximum Round Trip Time in microseconds as computed by the source
MeanReceivelitter uint32 The mean receive jitter in microseconds as computed by the source
MaxReceivelJitter uint32 The maximum receive jitter in microseconds as computed by the source
MeanFarEndJitter uint32 The mean far end jitter in microseconds as computed by the source
MaxFarEndJitter uint32 The maximum far end jitter in microseconds as computed by the source

Performance counters relating to RTP

SentPackets unsigned int |The number of sent RTP packets
RcvPackets unsigned int |The number of received RTP packets
BytesSent unsigned int |The number of sent RTP bytes
BytesReceived unsigned int [The number of received RTP bytes

Performance counters relating to RAB establishment

RABSuccEstabCS unsigned int |The number of successsful establishments of CS RAB
RABFailEstabCS unsigned int |The number of failed establishments of CS RAB
RABSuccEstabPS unsigned int |The number of successsful establishments of PS RAB
RABFailEstabPS unsigned int [The number of failed establishments of PS RAB
FailHO unsigned int |The number of successsful handover

SuccHO unsigned int |The number of failed handover

Performance counters relating to SCTP

InCtrIChunks unsigned int |The number of input control chunks
OutCtrIChunks unsigned int [The number of output control chunks
InDataChunks unsigned int |The number of input data chunks
OutDataChunks unsigned int [The number of output data chunks

Performance counters relating to luh access
ueRegluhSuc unsigned int |The number of UE successful registration

ueRegluhFail unsigned int |The number of UE failed registration

Performance counters relating to Nas access

locUpdateSuc unsigned int |The number of UE successful location update
locUpdateFail unsigned int [The number of UE failed location update
attachSuc unsigned int [The number of successful attach procedure
attachFail unsigned int  [The number of failed attach procedure
rouUpdateSuc unsigned int [The number of successful routing area update
rouUpdateFail unsigned int [The number of failed routing area update
5.3 Work Plan

Due to internal reassignment which occurred dutiegsecond year of the project within one parttins,
testbed had to be discontinued. Despite noticgaioigress presented here, the content is still iptet®
and should be regarded as work in progress.
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6. Conclusions

This deliverable has presented the down-selectgatitims (with associated scenarios) that are gting
be demonstrated by BeFEMTO Work Package 6 (WP&)ekehd of the project. Key building blocks
integration and interface specifications were giteensure a coherent comprehension and integration
these algorithms amongst the involved partnerssé&ladgorithms reflect a small part of all the inatve
work carried out during the BeFEMTO project by thiees WPs.

More specifically:

- Testbed 1 will demonstratelf-organisation network (SON) using graph colouring associated
with dynamic frequency reuse.

- Testbed 2 will testistributed routing algorithm within a network of femtocells wirelessly
connected to each other. The BeFEMI @cal Femto Gateway luh-Tap capability (dissection
of luh messages on the fly) will also be evaluated.

- Testbed 3 will implement seamless authentication of one femtocell subscriber through the use
of a removable UICC card in order to provide newifdad services procedure regardless of the
geographical location of the user.

- Testbed 4 should have evaluated fault diagnosis ienterprise networked femtocells but due to
internal resource reassignment it has to be disuoed.

The remaining work to ensure a successful demdiwiray the end of the project of the three tessbed
has been carefully planned among the involved pest(Gantt charts provided).
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7. Appendix A: Testbed 1 Down-Selection Procedure

This appendix gives an overview of the currentlfirdml algorithms from WP3 [18] and WP4 [2][3].
These algorithms are evaluated for their applid@sghilased on the information template defined ibléa
7-1. This is used for facilitating comparability. dhould however be noted that this is a prelinyinar
selection based on the current available resulisthat, very likely, the algorithms will be imprave
further, and/or more detailed results will be pded in the coming project months’ that might thus
slightly alter the selection.

Table 7-1: Algorithm Description Template

Algorithm Name The name of the technique/algorithm

Description High-level description of the algorithm

Direction Please specify to which transmission directionalgerithm is
applicable: UL, DL, both

Channels Control, Data (if unknown select data)

Coordination Specifies the coordination aspect of the algoritetandalone,
coordination (centralized, decentralized/distriloite

Node | mpact Specifies which nodes the algorithm impacts, i.achd eNB, Home
eNB, UE, centralized controller and the number afesnecessary

Update Frequency How often is the algorithm supposed to be executedevery TTI, every
radio frame, every 100ms, once (static), at staetmp

I nputs - The inputs needed for the algorithm.

Outputs - The parameters controlled by the algorithm.

Key Building Blocks Defines which blocks need to be changed to impléntenalgorithm and

affected what needs to be changed with respect to the #hgori

I mplementation Gives an estimate of the expected implementatiompbexity of the

Complexity algorithm for each key building block

The following algorithms have been so far presema®/P3 and WP4.
WP3 based on internal report IR3.2 [16]:

Interference Avoidance

0 Static Fractional Frequency Reuse Schemes (IR3.2,283)
o Downlink Power Control (IR3.2, §3.1.2.1.2.6)
0 Uplink (IR3.2, §3.1.3)
- Multi Operator Indoor Band Sharing (IR3.2, §3.2)
- TDD at UL FDD Bands (IR3.2, 83.3 and §4.1.4)
- RRM Scheduling Algorithm for Self-Organizing Femtds€IR3.2, §4.1.2)
- Resource Allocation with Opportunistic Spectrum RelR8.2, §4.1.3)
WP4 based on deliverable D4.1 [2] and D4.3 [3]:
- Graph-Based Dynamic Frequency Reuse (D4.1, §3.1.3.3)
- Radio Context Aware Learning Mechanism (D4.1, §2.3.4)
- Base Station Coordinated Beam Selection (D4.1, 83)1.3

- Decentralized Femto Base Station (HeNB) Coordination Downlink Minimum Power
Beamforming (D4.1, 83.1.3.4)

- Decentralized Q-learning (D4.1, §3.2.3.1)

- QoS Provisioning for Femtocell Networks (D4.1, §3.2)

- Radio Context Aware Learning Mechanisms (D4.1, §2.3)

- Extended Graph-Based Dynamic Frequency Reuse (D4.48.3%
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As the focus of radio testbed is on the standalecenario, only a selected number of these WP4
algorithms will be analyzed in more detail.

Based on the algorithm overview template given ibl@&-1 the algorithms are analyzed with respect to
which key building blocks are affected and what gddoe the implementation complexity for each key
building block taking into account the workingstog algorithm, the LTE standard compliance and its
required input and outputs.

7.1.1 Interference Avoidance: Static Fractional Frequency Reuse Schemes

Table 7-2: Interference Avoidance: Static Fractional Frequency Reuse Schemes

Algorithm Name

Interference Avoidance: Static Fractional FrequeReyse Schemes

eS

=

Description The algorithm is an extension of the soft frequergyse scheme which us
8 subbands for the cell-centre region and one subfm the cell-centre and
cell-edge region (using higher power) in the camfigl downlink
bandwidth. It is extended to 3 virtual frequencyse tiers per cell each
using different power. The algorithm consists asuBsteps running at
different timescales. At deployment the RBs and paave assigned to eac
eNB and HeNB. Based on the location of the femto theecorresponding
resource blocks (subbands) are selected for threkrgery TTI the user is
scheduled in the subband.

Direction UL/DL

Channels Data

Coordination Standalone

Node | mpact eNB, HeNB, [FMJUE

Update Frequency Static, Event-based (every CQI report), every TTI

Inputs Static:

- Number of RBs
- Number of HeNB per eNB
Every CQI report:
- Location estimate of UE (SINR- or RSRP-based)
Every TTI:
- Correct subband is selected for UE
Outputs - Resource allocation for each eNB and HeNB
- Subband(s) per UE
- Resource allocation per UE
K BB affected Protocol Stack (RRM): Configure subbands and CQI tolels

Protocol Stack (MAC Scheduler): select subband aiegrto CQI and
schedule UE in subband.

PHY: make CQI channel measurements and report ®NBI) transmit
different RBs with different power values.

I mplementation
Complexity

Protocol Stack (RRM): Low
Protocol Stack (MAC Scheduler): Low
PHY: Medium

7.1.2 |Interference Avoidance Downlink Power Control

Table 7-3: Interference Avoidance: Downlink Power Control

Algorithm Name

Interference Avoidance Downlink Power Control

Description One proposed solution is downlink power controletihcontrols the
transmit power of the femtocell in order to mitigaterference to the
macro user, while ensuring coverage for the ferstr.dt is based on the
macro inter-site distance and the pathloss estifmaite eNB to HeNB.

Direction DL

Channels Control/Data

Coordination Standalone

Node | mpact HeNB

Update Frequency Static/Periodic

I nputs - Pathloss to eNB
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- HeNB Coverage Area Factor
- Alpha coefficient

Outputs

- Transmit Power

K BB affected

Protocol Stack (RRM): Receive pathloss and calcttatesmit power
Sniffer: PHY receiver does pathloss measurements

PHY: applies configured transmit power

RF: applies configured transmit power

I mplementation
Complexity

Protocol Stack: Middle
Sniffer: Middle

PHY: Low

RF: Low

7.1.3 Interference Avoidance Uplink

Table 7-4: Interference Avoidance Uplink

Algorithm Name

Interference Avoidance Uplink

Description This coordination mechanism aims to diminish thpegienced co-channel
interference levels by reducing the number of siandous transmissions
taking place in nearby femtocells. The interferelesel per TTI is reduced
by rescheduling conflicting transmissions of sumding femtocell sites to
non-overlapping resource allocations. This is doyexecuting a
coordination mechanism in a sequence followingstadice-based priority
so as to reschedule for each HeNB that has dethighdnterference.
Though the exact algorithm describing how thisdaelis not described yet.

Direction UL

Channels Data

Coordination Distributed

Node | mpact HeNB

Update Frequency Event-based, Periodic

Inputs - Measured interference

- Interference threshold
Outputs - Resource allocation
K BB affected Protocol Stack (MAC Scheduler): Execute coordinatitgorithm and make

resource allocation
Protocol Stack (X2): A X2-like protocol needs toibglemented
PHY: Needs to provide uplink interference measurgme

I mplementation
Complexity

Protocol Stack (X2): Middle
Protocol Stack (MAC Scheduler): Middle
PHY: Middle

7.1.4 Multi-Operator Indoor Band Sharing

Table 7-5: Multi-Operators|Indoor Band Sharing

Algorithm Name

Multi Operator Indoor Band Sharing

Description HeNB of multiple operators use the same spectrunsiwisidifferent from
the operator specific macro spectrum

Direction UL

Channels Control/Data

Coordination Standalone

Node | mpact N/A

Update Frequency Static

I nputs - Type of eNB (Macro or Home)

Outputs - Carrier frequency

K BB affected Protocol Stack, PHY, RF

I mplementation Low

Complexity
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7.1.5 TDD overlay within UL FDD Band

Table 7-6: TDD Overlay within UL FDD Band

Algorithm Name

TDD overlay within UL FDD Band

Description Interference avoidance is achieved by using optmesturce allocation,
which consists of deciding which user to allocateyhich time slot and
which operation to perform (UL or DL). This is aeted by building a local
conflict graph based on CQI/RSRP measurements ofullkes F

Direction DL/UL

Channels Data

Coordination Standalone

Node | mpact eNB, HeNB, FUE

Update Frequency Event-based (every CQI report)

| nputs - CQl report

Outputs - scheduled FUE and their resource allocation perBieN

K BB affected Protocol Stack (MAC Scheduler): create graph andtusedo resource

assignment
PHY: make CQI channel measurements and report &NB)

I mplementation
Complexity

Protocol Stack: High
PHY: Low

7.1.6 RRM Scheduling Algorithm for Self-Organizing Femtocells

Table 7-7: RRM Scheduling algorithm for Self-Organizing Femtocells

Algorithm Name

RRM Scheduling Algorithm for Self-Organizing Femtdsel

Description This algorithm exploits the fact that in a femtdoeintext, due to the low
number of served users, a large amount of speqiarmser is available.
Each scheduled user uses available resource bimckpeat (typically
twice) his data. Its total transmit power is thévidkd by the number of
used RBs. In this way, the transmitted power per RBedees, thus
mitigating interference.
Direction DL
Channels Data
Coordination Standalone
Node | mpact HeNB, FUE
Update Frequency Every TTI, Event-based (every CQI report)
I nputs - CQl of FUE
Outputs - Power per RB
- Allocated RBs
- Modulation and Code rate
K BB affected Protocol Stack (MAC Scheduler): Adapt resource alfion to reduce power

PHY: Make rate matching more flexible to allow tkgecific repetition of
data. Make CQI channel measurements and repdt)&Ng

I mplementation
Complexity

Protocol Stack: Low
PHY: Middle

7.1.7 Resource Allocation with Opportunistic Spectrum Reuse

Table 7-8: Resource Allocation with Opportunistic Spectrum Reuse

Algorithm Name

Resource Allocation with Opportunistic Spectrum Reuse

Description The algorithm exploits the MUE to HeNB channel caiodis and the
knowledge of the RB assignment of the MUE in ordealkow for
opportunistic RB reuse at HeNB for scheduling

Direction DL (UL for measurements)

Channels Data

Coordination Standalone

Node | mpact HeNB, MUE, eNB

Update Frequency Every TTI
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Inputs - eNB RB Assignments
- MUE Identifiers
- MUE-HeNB Channel
Outputs - Reusable Resource Blocks
K BB affected Protocol Stack (MAC Scheduler): take into accountBMRB assignment

and the channel quality when scheduling FUE.
Protocol Stack (X2): A X2-like protocol needs toibwlemented
PHY: make MUE-HeNB channel measurements

I mplementation
Complexity

Protocol Stack (MAC Scheduler): High
Protocol Stack (X2): Middle
PHY: High

7.1.8 Base Station Coordinated Beam Selection (BSCBS)

Table 7-9: Base Station Coordinated Beam Selection

Algorithm Name

Base Station Coordinated Beam Selection

Description This algorithm involves a message exchange betwesmo-user and
interfering Femto Base station, followed by sevaraksage exchanges
between interfering Femto Base station and macre stasion. The first
message contains information about those precodatgces that, if not
used at an interfering cell, would result in redutiof interference at the
UE. Indeed, the goal is to coordinate selectiobezms at neighbouring
cells to avoid beam ‘collisions’. Note that it magll happen that this
“codebook restriction” means no transmission at all

Direction DL

Channels Data

Coordination Distributed

Node | mpact HeNB, eNB, UE

Update Frequency Event-based (Depends upon CQI reporting period)

Inputs - Restriction Request from UE (codebooks)

- Restriction Grant/Reject from neighbour cell (codddmaitility)
- Utility metric of scheduled UEs
Outputs - scheduled UEs and their precoding
K BB affected Protocol Stack (MAC Scheduler): computation of ditytgain at each cell

as to gain of the codebook restriction

Protocol Stack (X2): X2-like connection needs tdrplemented in order
to exchange precoding coordination messages.

PHY: Make CQI and precoding matrix channel measurgsnend report to
(H)eNB. Apply codebook-based precoding for transani receive

I mplementation
Complexity

Protocol Stack (MAC Scheduler): High
Protocol Stack (X2): Middle
PHY: High

7.1.9 Decentralized Femto Base Station (HeNB) Coordination for Downlink Minimum

Power Beamforming

Table 7-10: Decentralized Femto Base Station Coordination for DL Minimum Power Beamfor ming

Algorithm Name

Decentralized Femto Base Station (HeNB) Coordinatiorbbwnlink
Minimum Power Beamforming

Description The system optimization objective is to minimize tbtal transmitted power
of coordinated HeNBs subject to fixed cross-ti¢eiference constraints,
and femto-UE specific SINR constraints using a caxyierative
optimization algorithm which requires informatioxceange between eNB$
many iterations

Direction DL

Channels Data

Coordination Distributed

Node | mpact HeNB, UE

Update Frequency Event-based
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I nputs - Interference level from neighbour cell (or intediece at each UE)
Outputs - Beamformers
K BB affected Protocol Stack (MAC Scheduler): iterative optimipatialgorithm

Protocol Stack (X2): A X2-like protocol needs toibglemented
PHY: Apply beamforming. Make interference measwgets

I mplementation
Complexity

Protocol Stack: High
PHY: Very High

7.1.10 Graph-Based Dynamic Frequency Reuse (GB-DFR)

Table 7-11: Graph-based Dynamic Frequency Reuse

Algorithm Name

Graph-Based Dynamic Frequency Reuse

Description A centralized controller builds an interferencepirédvased on information
received from the UE and assigns subbands to feetlis so as to minimize
inter cell interference.

Direction DL

Channels Data

Coordination Centralized

Node | mpact HeNB, UE and centralized controller

Update Frequency Event-based (every measurement report)

Inputs - Cell IDs of the interfering HeNBs

- Total number of subbands
- Minimum number of subbands assigned to each HeNB,(s
- SINR thresholdyy, used by UEs to determine interfering HeNB4
- UE Measurement report (RSRP)
Outputs Subbands that will be used by each HeNB
K BB affected Protocol Stack (RRM): Build graph of nodes. Determgnbbands to be

used by scheduler
PHY: make neighbour cell measurements

I mplementation
Complexity

Protocol Stack: Middle
PHY: High

7.1.11 Decentralized Q-learning algorithm)

Table 7-12: Decentralized Q-learning algorithm

Algorithm Name

Decentralized Q-learning algorithm

Description Multiple agents try to optimize their transmit pavper resource block by
repeatedly interacting (selecting a transmit pomerRB) with the
environment in such a way that their performancesvaaximized, while
trying to protect the MUE from interference.

Direction DL

Channels Data

Coordination Distributed

Node | mpact HeNB, eNB, MUE

Update Frequency Event-based (every CQI report)

Inputs - MUE Interference Indicator (true, false) per RB via based on

CQl report
Outputs - Power allocation per RB
K BB affected Protocol Stack (RRM): Implementation of Q-learnirgogithm

Protocol Stack (X2): A X2-like protocol needs toibglemented for
exchange of interference indicator

PHY: make CQI channel measurements and report to sijiport of power
control per RB

I mplementation
Complexity

Protocol Stack (RRM): High
Protocol Stack (X2): Middle
PHY: Middle
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7.1.12 QoS Provisioning for Femtocell Networks

Table 7-13: QoS Provisioning for Femtocell Networks

Algorithm Name

QoS provisioning for femtocell networks

Description By using game theory the HeNB transmission is dynaltyicpdating the
resource block allocation and the power level ef B
Direction DL
Channels Data
Coordination Distributed
Node | mpact HeNB, eNB, MUE
Update Frequency Event-based (every CQI report)
Inputs - MUE SINR threshold
- SINR of MUE per RB
Outputs - Power allocation per RB
K BB affected Protocol Stack (RRM): Implementation of stochastimg algorithm

Protocol Stack (X2): A X2-like protocol needs toibwlemented for
exchange of MUE SINR
PHY: make SINR measurements and report to eNB

I mplementation
Complexity

Protocol Stack (RRM): Very high
Protocol Stack (X2): Middle
PHY: Middle

7.1.13 Radio Context Aware L earning M echanism

Table 7-14: Radio Context Awar e L earning M echanism

Algorithm Name

Radio Context Aware Learning Mechanism

Description The algorithm tries to find a HeNB policy that majizes the achievable
rate of the FUE selecting specific RBs for transroissihile trying to keep
the MUE QoS requirements.

Direction DL

Channels Data

Coordination Distributed

Node | mpact HeNB, eNB, MUE

Update Frequency Event-based (every CQI report)

I nputs - SINR of MUE and FUE per RB

Outputs - RB allocation

K BB affected Protocol Stack (RRM): Implementation of learningaalthm

Protocol Stack (X2): A X2-like protocol needs toibglemented for
exchange of MUE SINR
PHY: make SINR measurements and report to eNB

I mplementation
Complexity

Protocol Stack (RRM): High
Protocol Stack (X2): Middle
PHY: Middle

7.1.14 Extended GB-DFR

Table 7-15; Extended GB-DFR

Algorithm Name

Extended Graph-Based Dynamic Frequency Reuse

Y

Description A centralized controller builds an interferencepirédvased on information
received from the UE and assigns subbands to feetli® so as to minimize
inter cell interference. In order to improve speatrefficiency, cell edge
users are assigned the above mentioned subbanitis celhcentre users,
more protected are allowed to reuse more specuader certain condition

Direction DL

Channels Data

Coordination Centralized

Node | mpact HeNB, UE and centralized controller

Update Frequency Event-based (every measurement report)
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Inputs - Cell IDs of the interfering HeNBs

- Total number of subbands

- Minimum number of subbands assigned to each HeNBfsm
- SINR thresholdyth, used by UEs to determine interfering HeNBss
- UE Measurement report (RSRP)

Outputs - Subbands that will be used by each HeNB

K BB affected Protocol Stack (RRM): Build graph of nodes. Deterngnbbands to be
used by scheduler

PHY: make neighbour cell measurements

I mplementation Protocol Stack: Middle

Complexity PHY: High (can be simplified, see below)
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7.1.15 Conclusions

From the above presented algorithms a selectiondaas based on what we think provides a good cross
section of the BeFEMTO algorithms. The selected ritlym “Extended GB-DFR”, while being a
promising method to manage interference within lbendaries of the LTE-A standard, is feasible to
implement in terms of complexity and capabilitiesaireal setup within the BeFEMTO project.

The reason why we did not select the above destotieer algorithms is essentially due to the litioias
of the PHY part of Testbed1:

- Testbedl cannot implement power control digitafigwer control could be implemented via the
RF part, but this would have added a risk w.r.t. thgtbed integration plan, thus it was
discarded, at least for the time being. This didsalgorithms 7.1.1, 7.1.11 and 7.1.12.

- Testbedl does not have a sniffer, which discagtsiéhm 7.1.2.
- Testbed 1 does not have UL, which discards algostf.1.3, 7.1.4, 7.1.5 and 7.1.7.

- Testbed1 is currently unable to repeat the sanmeaalRBs, in addition on the transmitter side
Maximum Ratio Combining is not implemented to dat.t8is discards algorithm 7.1.6.

- Testbedl does not implement beamforming, whichadéscalgorithms 7.1.8 and 7.1.9.

- Algorithm 7.1.13 makes sense only with at leastéNBs and 2 FUEs, while Testbedl have
only one FUE.

Algorithm 7.1.10 (GB-DFR) assumes a context withrenthan two HeNBs, and applies a complex graph
theory algorithm to determine a frequency portigniwhere each HeNB is allocated a certain number of
subbands. From a demonstration point of view, therao point to choose this algorithm with two
HeNBs, since in this symmetrical situation, makihg frequency allocation orthogonal is quite simple
and does not require a complex algorithm.

In contrast, Algorithm 7.1.15 (extended GB-DFR), ugb assuming also a context of more than 2
HeNBs, separates cell centre from cell edge usppdyiag the results of GB-DFR to the cell-edge users
while leaving more flexibility for the cell centresers. For instance, GB-DFR will assign PS1 to HeNB1
and PS2 to HeNB2. However, HeNB2 does not have alyedge users to serve, so that HeNB1 is
entitled to use PS2 for its cell centre users. Mietails are given in section 2.1.1. Even though th
implementation of GB-DFR is out of the scope of @@monstration, we can still demonstrate an
interesting result, which is that the use of PSHRNB2 has only a slight impact on FUEL, when ésus
PS2 in the cell centre of its serving cell HeNB1.
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