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Abstract:

This deliverable D2.2 describes the BeFEMTO Systeunhifecture, synthesized from the various s
architectural evolutions following from the individl concepts developed within the BeFEMTO project.
The BeFEMTO System Architecture breaks down int® BeFEMTO Evolved Packet System (EPS)
Architecture and the BeFEMTO Transport Network Atebiure as well as the BeFEMTO HeNB N¢de

Architecture and the BeFEMTO LFGW (Local Femtocedit&Vay) Node Architecture, which descrjbe

the internal architecture of two important entitibsit are part of the BeFEMTO EPS and Trangport

Architectures.

Apart from describing existing, extended and nencfional entities and interfaces of each of thege|s
architectures, this report also provides a higlell@verview of the various novel technologies depet

in BeFEMTO, their benefits and limitations relatite@ other approaches, their impact on the overall

architecture, and potentially on standardization.
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Executive Summary

This deliverable D2.2 describes the BeFEMTO Systenhifecture, synthesized from the various small
architectural evolutions following from the individl concepts developed within the BeFEMTO project.

The BeFEMTO System Architecture breaks down intdfdflewing sub-system architectures:

The BeFEMTO Evolved Packet System (EPS) Architectusbich extends 3GPP’'s EPS
architecture with new functional entities and ifdees.

The BeFEMTO Transport Network Architecture, whichildéa upon a fixed broadband access
network architecture, e.g., the one from TISPANI¢€emmunications Internet converged Services
and Protocols for Advanced Networking) or BroadBanduk. This is extended to provide end-to-
end Quality of Service (QoS) provisioning and anttoation a) from the EPS to the customer’s
premises and b) inside the customer premises riicplar for the case of networked femtocells.

The BeFEMTO HeNB Node Architecture, which extends ihternal architecture of traditional
HeNBs with new functional blocks and interfaces fasvel radio resource and interference
management (RRIM), Self-Organized Networking (SONgtwork synchronization, routing and
other capabilities.

The BeFEMTO LFGW (Local Femtocell GateWay) Node Hirecture, which describes the
functional blocks and interfaces of a new netwoldiment that can improve the performance,
scalability, and manageability of large femtocedtwork deployments by providing functionalities
such as local mobility management, local breakoagl routing and local RRIM.

Apart from describing existing, extended and nencfional entities and interfaces of each of thede s
architectures, this report also provides a higkell@verview of the various novel technologies depet
in BeFEMTO. It also discusses their benefits anditéitions relative to other approaches, their impact
the overall system architecture, as well as thetiemtial impact on standardization.
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List of Acronyms and Abbreviations

[V Micro-second

3GPP 3rd Generation Partnership Project

4G 4" Generation

A/D Analog to Digital

AAA Authentication, Authorization, Accounting
AC Alternate Current

ACK Acknowledgement

ACLR Adjacent Channel Leakage Ratio

ACPL Adjacent Channel Power Leakage

AKA Authentication and Key Agreement

AP Access Point

API Application Programming Interface

AS Access Stratum

AWGN Additive White Gaussian Noise
b/s/Hz/cell | bit per second per Hertz per cell

BCH Broadcast Channel

BeFEMTO | Broadband evolved FEMTO networks
BLER Block Error Rate

BS Base Station

BW Bandwidth

CA Carrier Aggregation

CcC Component Carrier

CDF Cumulative Distribution Function

CF Carrier Frequency

CPM Central Power Management

C-Plane Control-Plane

caQl Channel Quality Indication

CRC Cyclic Redundancy Check

CRS Cell Specific Reference Symbols

Cs Customer Service

CsG Closed Subscriber Group

dB decibel

dBm decibel (referenced to one milliwatt)
DC-HSUPA | Dual Carrier-High Speed Uplink Speed Padiazess
DFT-OFDM | Discrete Fourier Transform- Orthogonal Frequenayidbon Multiplexing
DHCP Dynamic Host Configuration Protocol
DL Downlink

DeNB Donor evolved Node B

DRX Discontinuous Reception

DSCP Differentiated Services Code Point

EAP Extensible Authentication Protocol

eNB Evolved Node-B (LTE macro base station)
EPA Extended Pedestrian A-model

EPC Evolved Packet Core

ETSI European Telecommunication Standards Institute
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ETU

Extended Typical Urban model
EUTRA Evolved Universal Terrestrial Radio Access
EUTRAN Evolved Universal Terrestrial Radio AccesstiMork
EVA Extended Vehicular A-model
EVM Error Vector Module
FAP Femto Access Point
FDD Frequency Division Duplex
FER Frame Error Rate
FFR Fractional Frequency Reuse
FI Fairness Index
FRC Fixed Reference Channel
FTTH Fiber To The Home
FUE Femtocell UE
Gb/s Giga bits per second
GHz GigaHertz
GPRS General Packet Radio Service
GTP GPRS Tunneling Protocol
HARQ Hybrid Automatic Repeat Request
HeNB Home evolved Node-B
HetNet Heterogeneous Networks
HNB Home Node-B
HO HandOver
HSS Home Subscriber Server
HSUPA High Speed Uplink Speed Packet Access
ICIC Inter Cell Interference Coordination
IMS IP Multimedia Subsystem
IMT-A International Mobile Telephony — Advanced
InH Indoor Hotspot
IP Internet Protocol
ISD Inter Site Distance
ITU-R International Telecommunication Union-Radiowounication Sector
km/h kilometre per hour
KPI Key Performance Indicator
LFGW Local Femtocell GateWay
LGW Local P-GW
LIPA Local IP access
LLM Local Location Management
LNG Local Network Gateway
LNM Local Network Manager
LOS Line Of Sight
LTE 3GPP Long Term Evolution
LTE-A Long Term Evolution — Advanced
MAC Media Access Control
Mb/s Mega bits per second
MBMS Multimedia Broadcast Multicast System
MBS Macro Base Station
MBSFN MBMS Single Frequency Network
MCS Modulation and Coding Set
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Mega Hertz

MIMO Multi Input Multi OQutput

MME Mobility Management Entity

MNO Mobile Network Operator

MRN Mobile Relay Node

MUE Macro UE

NACK Negative Acknowledgement

NAS Non-Access Stratum

NASS Network Access Support Subsystem
NGN Next Generation Network

NLOS Non-Line of Sight

NRB Number of Resource Blocks

ns nanosecond

OA&M Operation, Administration and Maintenance
OFDM Orthogonal Frequency Division Multiplexing
OFDMA Orthogonal Frequency Division Multiple Access
OLT Optical Line Termination

ONT Optical Network Termination

OTDOA Observed Time Difference of Arrival

PCI Physical Cell Identity

PDCCH Physical Downlink Control Channel
PDCP Packet Data Control Protocol

PDF Probability Distribution Function

PDSCH Physical Downlink Shared Channel
PDU Protocol Data Unit

PHY Physical (Layer)

Poss Penetration Loss

PMME Proxy MME

ppm parts per million

PPP Point to Point Protocol

PRACH Physical Random Access Channel

PRB Physical Resource Block

PS-GW Proxy Serving GateWay

PUCCH Physical Uplink Control Channel
PUSCH Physical Uplink shared Channel

QAM Quadrature Amplitude Modulation

QoS Quality of Service

QPSK Quadrature Phase Shift Keying

RACS Remote Access Control Subsystem
RADIUS Remote Authentication Dial in User Server
RAN Radio Access Network

RAN4 Radio Acces Network (Working Group 4)
RB Resource Block

RF Radio Frequency

RLC Radio Link Control

RMa Rural Macro

RMS Root Mean Square

RN Relay Node
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R-PDCCH | Relay — Physical Downlink Control Channel

R-PDSCH Relay — Physical Downlink Shared Channel

R-PUSCH Relay — Physical Uplink Shared Channel

RRC Root Raised Cosine

RRH Remote Radio Head

RRM Radio Resource Management

RS Relay Station

RSSI Received Signal Strength Indicator

RSRP Reference Signal Received Power

RTDOA Relative Time Difference Of Arrival

Rx Receiver

SCH Synchronization Channel

SCTP Stream Control Transmission Protocol

SDSL Symmetric Digital Subscriber Line

SDU Service Data Unit

SFR Soft Frequency Reuse

S-GW Serving GateWay

SIMO Single Input Multi Output

SINR Signal to Interference plus Noise Ratio

SIPTO Selected IP Traffic Offload

SISO Single Input Single Output

SMa Suburban Macro

SNR Signal to Noise Ratio

SO-CRRIM | Self-Optimizing Centralized RRIM

SON Self-Organising Networks

SPS Semi-Persistent Scheduling

SR Scheduling Request

TDD Time Division Duplex

TISPAN Telecommunications and Internet convergewi€es and Protocols for
Advanced Networking

TR Time Ratio

TTI Transmission Time Interval

TX Transmitter

UE User Equipment

uicC Universal Integrated Circuit Card

UL Uplink

UMa Urban Macro

UMTS Universal Mobile Telecommunication System

U-Plane User-Plane

uTC Coordinated Universal Time

UTRA Universal Terrestrial Radio Access

UTRAN Universal Terrestrial Radio Access Network

VolP Voice over Internet Protocol

WAN Wide Area Network

WCDMA Wideband Code Division Multiple Access

WID Work Item Description

WIMAX Worldwide interoperability for Microwave Aces

WLAN

Wireless Local Area Network
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| WP | Work Package
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1. Introduction

This deliverable D2.2 provides an overview of thé&-BMTO System Architecture, which describes the
technical innovations developed within the BeFEMT@jgct, how they relate to each other and to
current mobile and fixed network architectures. Seheanovations focus on improving performance and
functional aspects of standalone femtocells based TE-Advanced, but also extend the use cases of
femtocells in three directions: towards outdoolaydemtocells, towards mobile femtocells and tadgar
femtocell networks.

Femtocell networks are groups of femtocells coregteia a local network and typically belonging teeo
administrative domain. They perform functions likadio resource and mobility management
cooperatively and with only local communicatiore. iminimizing the involvement of the mobile core
network. This makes them different from collectiamfsgeographically close standalone femtocells that
are not coordinated or get coordinated over theilmabre network.

Section 2 starts with an overview of the whole BEHE System Architecture, which breaks down into
the following sub-system architectures (see Fidyre

* The BeFEMTO Evolved Packet System (EPS) Architec{8extion 2.1), which is an evolution of
the 3GPP’s EPS architecture. It encompasses thélendtwork layer which includes the core
network and the radio access network, includingé¢natocell sub-system.

* The BeFEMTO Transport Network Architecture (SectibR), which describes the communication
networks that transport the data between the elena#rthe BeFEMTO EPS Architecture, e.g. the
local area network connecting a network of femtisoal the fixed broadband backhaul.

 The BeFEMTO HeNB and LFGW Node Architectures (Sestidr8 and 2.4, respectively), which
provide the internal architecture of the two fuantl entities that are vastly extended and newly
introduced by the project, respectively.

These sections introduce the various functionatiestas well as the interfaces between them. kameit
entities and interfaces that have been extenddthee been newly introduced by BeFEMTO and thus
differ from the standard (3GPP or fixed broadbarzkas) architectures have been marked as such.

Sections 3 to 9 provide a more detailed reporthenBase Band Processing and RF Front End, Radio
Resource and Interference Management Functions (RR3AN Coordinator and enabling functions,
Routing and Forwarding Functions, Mobility Managemeamnd Local Breakout Functions, Security
Functions, and Network Management Functions deeelowithin BeFEMTO. For some of these
extensions different variants exist that may, fearaple, differ in whether a centralized or disttéxl
approach is taken. In any case, the inputs reqainedoutputs produced by these functions, theilahp

on the architecture, their performance requiremetfigir potential impact on standards, and, if
applicable, the current discussion status on thesaions within standardization are describedaiyn
references to other deliverables with detailed ephdescriptions are also provided.

BeFEMTO System Architecture

BeFEMTO
EPS Architecture

3GPP EPS Architecture

LFGW Node HeNB Node
Architecture Architecture
Fixed Broadband Access
Architecture (e.g. TISPAN or BBF)
BeFEMTO

Transport Architecture

Figure 1: The BeFEMTO System Architecture and its Sutsystem Architectures
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2. Overview of the BeFEMTO System Architecture

2.1 BeFEMTO Evolved Packet System Architecture

2.1.1 Overview

The BeFEMTO Evolved Packet System (EPS) Architectowdds upon the 3GPP’s Rel-10 EPS
architecture and extends it in several respectgiri2 provides a graphical overview of the funwio
entities of this architecture as well as the irsteels between them.

El mandatory function

1 | optional function

D Standard Function
D Function enhanced by BeFEMTO

I:l Function introduced by BeFEMTO

—+— Standard Interface

Interface enhanced or
introduced by BeFEMTO

CsG
Server
Cc1
(OMA-DM)

Mobile
Rela

Mobile

Operator Domain

Customer Domain

Figure 2: The BeFEMTO EPS Architecture.

For the sake of clarity, this overview only contathe most important entities of the Evolved Pal@e
(EPC) and the Evolved UTRAN (E-UTRAN). Functional iges and interfaces that are enhanced or
newly introduced by BeFEMTO are highlighted.

2.1.2 Functional Entities
The BeFEMTO Evolved Packet System Architecture cgsif the following main functional entities:

Packet Data Network Gateway (P-GW)enhanced) The P-GW is the node that logically connects the
User Equipment (UE) to the external packet datavot a UE may be connected to multiple P-GWs.
The P-GW is responsible for anchoring the userelaobility within the LTE/EPC network as well as
for inter-RAT handovers. The P-GW supports the distalnent of data bearers between the S-GW and
itself and is responsible for IP address allocatmrthe UE, Differentiated Services Code Point (DBCP
marking of packets, traffic filtering using traffftow templates and rate enforcementihe BeFEMTO
EPS, the P-GW is enhanced for handling the S-rat ietface for handling Local and Remote IP
access consistently in terms of session and mohilinanagement.

Serving Gateway (S-GW):The S-GW handles the user data plane functionality is involved in the
routing and forwarding of data packets from the EBGhe P-GW via the S5 interface. The S-GW is
connected to the eNB via an S1-U interface whichvides user plane tunnelling and inter-eNB
handovers (in coordination with the MME). The S-G¥¥o performs mobility anchoring for intra-3GPP
mobility; unlike with a P-GW, a UE is associatedtdy one S-GW at any point in time.

Mobility Management Entity (MME): The MME is a control plane node in the EPC thatdhemn
mobility related signalling functionality. Specifity, the MME tracks and maintains the current taoa
of UEs allowing the MME to easily page a mobile eodithe MME is also responsible for managing UE
identities and controls security both between tie ahd the eNB (Access Stratum (AS) security) and
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between UE and MME (Non-Access Stratum (NAS) ségurit is also responsible for handling mobility
related signalling between UE and MME (NAS sigma)i

(Donor) evolved NodeB ((D)eNB)enhanced) This functional entity is part of the E-UTRAN and
terminates the radio interface from the UE (theitdarface) on the mobile network side. It includadio
bearer control, radio admission control and schedwnd radio resource allocation for both the nipli
and downlink. The eNB is also responsible for tlamdfer of paging messages to the UEs and header
compression and encryption of the user data. eN8igerconnected by the X2 interface and connected
to the MME and the S-GW by the S1-MME and the Sintdrface, respectively. An eNB is called a
Donor eNB if it controls one or more relays: in tliase S1/X2 proxy functionalities, PGW/SGW
functions for relay node and Un interface are sujggbin addition [1]/n the BeFEMTO architecture,
(D)eNBs exchange additional information with other etwork entities ((D)eNBs, HeNBs, ...) to
improve radio-resource and interference managemerdand self-optimization.

HeNB Gateway (HeNB GW):The HeNB-GW is an optional gateway through whiaNBs access the
core network using the S1 interface. The HeNB-GW @alao be used only for the S1-MME interface. In
this case, the S1-U interface is directly betweba HeNB and the S-GW. See also BeFEMTO
Deliverable D2.1 Section 4.1.1.

Home eNB (HeNB)(enhanced) A HeNB is a customer-premises equipment that caeree@GPP UE
over the E-UTRAN wireless air interface (Uu intega@nd to an operator’'s network using a broadband
IP backhaul. Similar to the eNBs, radio resource agament is a main functionality of a HeNB.
Enhancements of the HeNB architecture are shown inigure 4.

Local GateWay (L-GW): The L-GW is an optional functional entity co-loedton a HeNB for
achieving Local IP Access (LIPA). LIPA is establshby the UE requesting a new PDN connection to
an APN for which LIPA is permitted, and the netwaedecting the Local GW associated with the HeNB
and enabling a direct user plane path betweendballGW and the HeNB.

Local Femtocell GateWay (LFGW) (new): The LFGW is a functional entity optionally deployed
within a femtocell network, specifically within a aistomer premises. Similar to a HeNB GW, it can
serve as a concentrator for S1 interfaces, and caalso serve as a local mobility anchor, a local
mobility control entity and central local breakout point for Local IP Access (LIPA) and Selected IP
Traffic Offload (SIPTO) with support for femto <>femto and femto&macro mobility. It further
supports local routing and load balancing and may et as a HeNB controller for centralized Radio
Resource and Interference Management support.

User Equipment (UE): A UE is a device that connects wirelessly over RITRAN wireless air
interface (Uu interface) to a cell of a (D)eNB ddeNB.

Relay (enhanced) A relay is a node that is wirelessly connected @eNB and relays traffic from UEs
to and from that DeNB. The relay can be a cellterown as is the case in LTE Rel-10 or a node thigt o
supports a reduced protocol stack of an eNBntocell relays have been enhanced by a full dupleg
transmission scheme in which they can transmit anteceive simultaneously [36].

Mobile Relay (new): A mobile relay is a relay that additionally suppors mobility between DeNBs
(see [36] for details).

Mobile HeNB (new): A HeNB that uses one or more mobile network interfags, possibly of different
mobile network operators, for wireless backhaulingof its S1 interfaces.

Policy and Charging Rule Function (PCRF):The PCRF functionalities include policy control dians
and flow-based charging control. The PCRF is the n@@@% control entity in the network and is
responsible for building the policy rules that vélply to user services and passing these ruld®et®-
GW.

Home Subscriber Server (HSS)The HSS is a user database that stores subsorigfimed information
to support other call control and session managesmities. It also stores user identification, foamng
and service profiles. It is mainly involved in userthentication and authorization.

Closed Subscriber Group Server (CSG Server)The CSG server hosts functions used by the sulescrib
to manage membership to different CSGs. For exanmiple CSG server includes the UE CSG
provisioning functions which manage the allowed GiSGand the operator CSG list stored on the UE.

Network Management (NM): The NM is the main controlling entity of the OA&MNart and is
responsible for managing the network, mainly apeued by the Element Management(s) (EM) but it
may also involve direct access to the Network ElseAll communication with the network is based on
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open and well-standardized interfaces supportingagament of multi-vendor and multi-technology
network elements.

Domain Management / Element Management (DM/EM):The DM provides element management
functions and domain management functions for arattvork. Inter-working domain managers provide
multi-vendor and multi-technology network managetrfenctions. The EM provides a package of end-
user functions for management of a set of closelgted types of network elements. These functiams c
be divided into two main categories: Element Mamag@t Functions and Sub-Network Management
Functions.

HeNB Management System (HeMS)enhanced) The HeMS assumes either the role of an initial I3eM
(optional) or of a serving HeMS. The initial HeMSaybe used to perform identity and location
verification of a HeNB and assigns the approprigeing HeMS, security gateway and HeNB-GW or
MME to the HeNB. The serving HeMS supports identigyification of the HeNB and may also support
HeNB-GW or MME discovery. Typically, the serving M8 is located inside the operator's secure
network domain and the address of the serving H&V{Bovided to the HeNB via the initial HeMS.

the BeFEMTO EPS, the HeMS needs enhancements for supfing the new LFGW element, e.g.
for providing the key material allowing the LFGW to be inserted into the S1 interface and the local
management policies.

2.1.3 Interfaces
The BeFEMTO Evolved Packet System Architecture cissif the following main interfaces:

C1: This interface between the CSG Server and the Blsed to install and update the Allowed CSG
lists within the UEs.

Gx: This interface is between the P-GW and the PCRIB.ritsponsible for providing QoS policy, filter
policy and charging rules. It uses the DIAMETER pomt.

Itf-N: The Itf-N interface connects the DM/EM with the Ndyistem.

Itf-S: The Itf-S interface proprietarily connects the €NB with the DM/EM in the case where both
entities are provided by the same vendor.

Rx: This interface connects the PCRF with the servidevark for exchange of policy and charging
information. It uses the DIAMETER protocol.

S1: The S1 interface is typically further distinguighy its user plane part (S1-U) and control plaag p
(S1-MME).

S5: This interface connects the S-GW and the P-GWéndase of non-roaming 3GPP access (while in
the roaming 3GPP access case, the S8 interfacalWweulsed). In this case it uses the GPRS Tungellin
protocol (GTP) protocol.

S6a: This interface is between the MME and the HSShimmdling UE subscription information. It uses
the DIAMETER protocol.

S10: The S10 interface between MMEs provides MME rediiocaand MME-to-MME information
transfer. It uses the GTP-C v2 protocol.

S11:This interface connects the MME and the S-GWséaithe GTP-C v2 protocol.

SGi: This interface connects the P-GW (or a local P-@®ide the LFGW) to the packet data network,
which may be either an external public or a privatvork.

S-rat (new): An interface between the LFGW and the P-GW enablingervice-continuity for LIPA
and SIPTO sessions during a hand-out from a femtodehetwork to the macro network as well as a
(re)establishment of such sessions while camped an eNB.

Type 1C: This interface between the HeMS and the HeNBsdoptly via the LFGW) is used to provide
configuration, software updates, monitoring anceotietwork management functionality for HeNBs.

Type 1C’ (new): This optional interface between the HeMS and the LEW is used to provide
configuration, software updates, monitoring and otler network management functionality for the
LFGW and the femtocell network as a whole.

Un: The Un interface wirelessly connects a relaysdieNB. This interface is newly introduced in LTE
Rel-10.
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Uu: The Uu interface connects the UE with the E-UTRAMNTothe air. It is based on OFDMA and SC-
FDMA concepts in downlink and uplink, respectively.

X2 (enhanced) The X2 interface logically connects eNBNB, open access HeNBHeNB and closed
access HeNB>HeNB with the same access group to each other. & jint-to-point interface that
supports seamless mobility, load and interferencanagement as defined in LTE Rel-10 and
enhancements thereof introduced by BeFEMTO, e.g. fothe use with novel SON algorithms or
between mobile relays mounted on trains (i.e. mov@nin a group) (see, e.g., [36]).

It is important to note that these interfaces foktall describe a communication relationship betwe
functional entities. The details of the protocotal dransport technologies used for this commurooati
are described in the standards for existing intex$aand later on in this document for extendedfadtes.

2.2 BeFEMTO Transport Architecture

2.2.1 Overview

The 3GPP EPS architecture defines a mobile netdaykr that is designed to be more or less

independent of a specific networking technologyaradrom imposing certain requirements on its

functionality and performance. The architecture tbé underlying transport layer was thus long

considered out of scope of 3GPP. This has charagdeast insofar that the need for a better comivel

the QoS and resource allocation on the path betweerEPC and the HeNBs has been recognised.
Therefore, 3GPP is working with standardizationamigations related to fixed access network (e.g.
TISPAN and BroadBand Forum) on an interworking betwdee 3GPP’s EPS and an underlying fixed

broadband access network to allow for a resourgeagement up to the customer’s premises.

The BeFEMTO System Architecture extends the rangéisfresource management into the customer’s
premises to provide a true end-to-end solutionparticular for networked femtocell deployments. It
therefore also encompasses the BeFEMTO Transpofitdcture that for the fixed broadband access
part is based on TISPAN's NGN Rel-2 [24] architeetubut provides new functionality within the
customer’s premises network.

|
Customer Domain } Operator Domain

BeFEMTO EPC

Rt/Lm/Ps

[
|HeNB |—4—| TRF

Dx L._/

Rt/Lm/Ps Rt

|
12 Network
i

Dx

Figure 3: The BeFEMTO Transport Architecture.

Figure 3 gives an overview of the most importanictional entities within the BeFEMTO Transport
Architecture as well as the interfaces between thiém part on the right (Operator Domain) corres{son
to the transport layer of TISPAN, which containgransport processing sub-layer with the data plane

! Note that the BeFEMTO Transport Architecture is mstricted to reusing the TISPAN NGN architectimat that
other transport architectures (e.g. from BroadBarrdap could be applied equally well.
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functions to enforce resource control policies leetw an IP core network, e.g. the EPC, and the
customer’s premises. The transport control sublagatains two subsystems: the Network Attachment
Sub-System (NASS), which contains functionalitiesr fthe authentication, authorization and
configuration of fixed access terminals (here: th&GW), and the Resource and Admission Control
Subsystem (RACS), which contains functionalities fbe policy-based resource reservation and
admission control. These subsystems are in turmemad to the HSS and the PCRF within the
BeFEMTO EPS Architecture, respectively. The left péiFigure 3 shows the customer network part that
serves as transport between the femtocells wittérfémtocell network. Functional entities and ifsees
that are enhanced or newly introduced by BeFEMTOhagylalighted.

2.2.2 Functional Entities
The BeFEMTO Transport Architecture consists of tik#ing main functional entities:

Traffic Routing and Forwarding entity (TRF) (modified): The TRF is a generic routing and
forwarding element within the femtocell network.dould be an IP router or a L2 or L3 switch.
BeFEMTO, TRF functionality may also be included on theHeNBs (i.e. a femtocell with integrated
wireless mesh backhaul support) as well as on theFIGW (e.g. for load balancing purposes). Both
distributed routing protocols as well as centralizd routing by a routing controller within the
LFGW are studied (see [30] and [31] for details).

Resource Control Enforcement Function (RCEF):A RCEF is a transport processing functional entity
that supports packet filtering, packet marking dgress traffic, policing of ingress traffic and cesce
allocation of up- and downstream traffic. MultipREFs may exist in the same transport segment.

Border Gateway Function (x-BGF): A BGF provides the interface between two IP-tramsgomains. It
may reside at the boundary between an access rketindrthe customer premises equipment, between an
access network and a core network (C-BGF) or betviwe core networks (I-BGF). It encompasses the
functionality of a RCEF, but may additionally perforusage metering, Network Access Translation
(NAT), IPv4/v6 interworking, transcoding, etc.

Access Relay Function (ARF)The ARF acts as a relay for the network accessestguetween the user
equipment and the NASS. Before forwarding a requiestay insert local configuration information.

Access Management Function (AMF):The AMF translates network access requests issydtle UE
into a format that can be understood by the NASGekample terminating Point to Point protocol (PPP
connections and providing interworking with the URAvia an AAA (Authentication, Authorization
Accounting) protocol.

Network Access Configuration Function (NACF): The NACF is responsible for the IP address
allocation to the LFGW and may also distribute othetwork configuration parameters such as the
address of DNS (Domain Name System) server(s).cBypmplementations are DHCP (Dynamic Host
Configuration Protocol) or RADIUS (Remote AuthenticatDial-in User Server).

User Access Authorization Function (UAAF): The UAAF performs NASS User authentication,
authorization checking for network access and opllg also collection of accounting data for each
authenticated NASS User.

Connectivity session Location and repository Functio (CLF): The CLF registers the association
between the LFGW'’s IP address and network locaiitiormation such as the line identifier,
geographical information, the associated network Qufile etc.

CNG Configuration Function (CNGCF): The CNGCF is used during initialization and upddt¢he
Customer Network Gateway (CNG), which in this casethie LFGW, and provides additional
configuration information to the it, like necesséirgwall or QoS IP packet marking configuratioii$ie
CNGCF may also handle notifications from the CNGeaminal equipment availability.

Generic Resource and Admission Control Function (RACF): The generic Xx-RACF acts as a Policy
Decision Point (PDP) in terms of subscriber ac@hsission control, as well as in terms of resource
handling control. It receives requests for QoS weses from the Service based Policy Decision Foncti
(SPDF) (via Rq) or the RCEF (via Re) and respondsingtavhether a request can be granted or not. If
granted, the x-RACF installs a traffic policy withet RCEF which may be specialized for the access (A-
RACF) or core (C-RACF).

Service-based Policy Decision Function (SPDFYhe SPDF acts as a final policy decision point for
service-based policy control within its domain.hitles the underlying network topology and access
technology in use from the applications requestaspurces.
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2.2.3 Interfaces
The BeFEMTO Transport Architecture consists of tiiofving main interfaces:

al: This interface allows the AMF to request an IPradd allocation for the LFGW to the NACF as well
as other network configuration parameters. Thisrfate will not be implemented following the ETSI
TISPAN definition but the proprietary interface piged by the OLT (Optical Line Termination) vendor.

a2: This interface allows the NACF to register theoasation between a NASS User’s identity to its
allocated IP address, Line ID etc. with the CLFs liypically based on the Diameter protocol.

a3: The a3 interface allows the AMF to request a asghentication and network-subscription checking
from the UAAF. This interface will not be implemeudtfollowing the ETSI TISPAN definition but the
proprietary interface provided by the OLT vendor.

a4: This interface allows the CLF to retrieve user prefices regarding privacy of location information
as well as the QoS profile from the UAAF. It is igglly based on the Diameter protocol.

el (modified): This interface is between the LFGW and the AMFayed by the ARFIt is used for
authentication of the LFGW, e.g. using IEEE 802.1X oPANA, and for allocating IP addresses,
typically using DHCP.

e2: The CNGCF may interface with the CLF in order toies® information on the CNG and on the
access it is connected to.

e3 (modified): This interface allows the CNGCF to configure the MFGtrigger maintenance tests,
monitor the performance, and receive notificatidnss used during initialization and update of the
LFGW to provide it with additional network configura tion information when this information is
not available over the interface (e1)TR-069 would be a typical protocol for this interé.

e4: This interface is used to pass the associatiowdsst the user ID and the access identifier from the
CLF to the RACS, so the RACS can determine the amouanaifable network resources. It may also be
used to pass QoS profile information to the RACSmwherforming resource allocation. The e4 interface
is based on the Diameter protocol.

Di: The data plane interface of the C-BGF with acoeswork elements.

Dj: The data plane interface between the LFGW anR@eF.

Ds: The data plane interface between the C-BGF anddteenetwork elements.
Dx: The data plane interface between the TRFs witterldcal femtocell network.

la: Using this interface, the SPDF can configure thd-B@ install packet filters and markers, configure
NAT, perform usage metering, etc.

Iz: The data plane interface between the I-BGF intedamnd other core networks.

Lm (new): This interface is used to exchange location managem information between the new
Local Location Management function instances on the eNBs and LFGWs.

Ps (new): This interface is used to exchange the informatncentralised power setting between the
Centralised Power Management function within instarmmn the HeNBs and LFGW.

Re: This interface is used for controlling the L2/iaffic policies performed on the transport plang, a
requested by the resource management mechanismgatiing, packet marking, resource allocation and
traffic policing and mid-session update functiotiad. It is based on the Diameter protocol.

Rqg: The Rq interface is used by the SPDF to perfornadmission control test for the QoS resources
required by the application (i.e. in this caseRI@RF). It is based on the Diameter protocol.

Rt (new): The Rt interface between the TRFs as well as betwedne TRFs and the LFGWs and
HeNBs is used to exchange routing information for tl local network and to update the forwarding
state. Two different routing protocols, a centralizel and a distributed one, have been investigated
for this purpose.

S9*: Over this interface the PCRF of the BeFEMTO EPC carfigure policies and request resources
within the fixed access (network) between the mlrietwork and the local femtocell network. It
corresponds to the Gq’ interface in a TISPAN asddtiire.

Wx: The Wx interface is used by the UAAF to requesthemtication, authorization and policy
information for mobile network subscribers from #C’s HSS. It is based on the Diameter protocol.
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2.3 BeFEMTO HeNB Node Architecture

2.3.1 Overview

While the HeNBs are typically implemented in a vempimprietary manner, they normally include
similar functional blocks. The BeFEMTO HeNB Architet shown in Figure 4 describes those
functional blocks that would typically be found iths a BeFEMTO-enhanced HeNB. Depending on the
actual deployment (standalone, networked, or feeitaelay$) some functions may not be present.
Functional blocks and interfaces that are enhamcetewly introduced by BeFEMTO are once again
highlighted. Note that not all functional blocksepent in a HeNB are shown in the figure but thasehe
additional functions are still described in thdduling sections.
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Figure 4: The BeFEMTO HeNB Architecture.

The middle part of Figure 4 shows the user androbptane protocol stacks for the (wired or wirales
backhaul interface (middle-left) and the LTE-A asxénterface (middle-right). Note that the functibn
blocks of the protocol layers just contain the pcol state machines and other mechanisms necdssary
the respective protocol operation, but that thetrobiogic is located in separate functional blodks a
clearer, more flexible structure allowing replaceinef algorithms and cross-layer/joint operationr F
example, the MAC layer of the LTE-A interface woudntain the mechanisms for MAC multiplexing,
etc., but the scheduling logic would be factoretlioto a separate module.

The right part shows the functional blocks relatedhe HeNB internal radio functions covering radio
resource management, self-configuration and seifrigation of radio parameters. The radio SON
Coordinator plays a central role in this area, asiihbines the information provided by the SON eingbl
functions, together with parameters and operatticips received from OA&M, to coordinate and comtro
the self-optimisation of system parameters to aehi& given performance goal. These parameters are
related to the Self-Optimising Radio Resource artériference Management (SO-RRIM) functional
block that optimizes the radio resource usage widmd between (H)eNBs with the help of different SO-
RRIM strategies. The lower level scheduler in turrfgrens resource allocation between radio bearers at
the subframe level under the constraints imposetheySO-RRIM, potentially also giving feedback to
the SO-RRIM when needed.

Finally, the leftmost part of Figure 4 shows theéwwrk-related functional blocks. The upper group of
functional blocks is related to the managemenheflieNB, e.g., the self-configuration of the HeNBl an
the fault and performance management. The lowenpgf functional blocks is related to transport
network operation such as the routing of user amdrol plane traffic via the backhaul interfaces.

% The exact relay architecture is FFS and will becdbed as a separate node architecture description
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2.3.2 Functional Blocks

The BeFEMTO HeNB Node Architecture consists of thdowang main components and functions
explained in the following sections.

2.3.2.1 Radio Protocol Stack

Radio Resource Control (RRC) [14]:is responsible for controlling the radio resouraed configuring
the UE accordingly. It broadcasts system inforrmatimd paging information. Additionally it controls
(establishing, releasing, modifying) RRC connectiam$ @dio bearers between UE and E-UTRAN. It is
responsible for managing the security keys relatedink-layer security. It supports NAS message
transport and support for mobility in terms of UEasurement reporting, handover execution and cbntex
transfer. Additionally it controls UE cell seleati@nd reselection. Furthermore, it configures tveer
layers (PDCP, RLC, MAC, and PHY).

Packet Data Convergence Protocol (PDCP) [13]s responsible for user-data transfer and linletay
security by ciphering user-plane data and cipheaing integrity protection of control-plane data.d®
optimises radio resources by applying Header (Dégmpression (ROHC) for user-plane data.
Additionally, lossless handover is supported viaéguence delivery, reordering, duplicate detecdiah
retransmission of PDCP PDUs. Also, QoS queue andgjlemgth control via SDU discard are handled
in PDCP.

Radio Link Control (RLC) [12]: provides data transfer services using the thregesyoacknowledged
mode (AM), unacknowledged mode (UM) and transpanmemtle (TM). It provides in-sequence delivery
of SDUs and duplicates detection. For AM, Autom&apeat Request (ARQ) is used for retransmissions
and error correction. SDUs are segmented and cematsd to support dynamic PDU sizes and
retransmitted PDUs can be re-segmented when needed.

Medium Access Control (MAC) [11]: maps logical channels to transport channels artptexes RLC
PDUs from multiple radio bearers into a transpdotks to be delivered to the physical layer. Ifudes
procedures for random access, control of timingaade (TA), scheduling request (SR), buffer status
reporting (BSR) and discontinuous reception (DRX).

Physical Layer (PHY) [7][8][9][10]: consists of the following main functions:
¢ FEC encoding/decoding of the transport channel
e Scrambling
¢ Hybrid ARQ soft-combining
» Error detection of transport blocks
« Rate matching of coded transport blocks
« Mapping transport blocks to resource elements
« Power weighting of physical channels
« Modulation and demodulation of physical channels
< Radio characteristics measurements and indicatibigter layers
< Spatial Multiplexing, Transmit Diversity and beamfong
* RF processing

S1 Application Protocol (S1AP) [16]:provides management of radio bearers (E-RAB) anddifexts,
support for mobility in terms of paging, handoverdgpositioning procedures. It supports transport of
NAS messages and S1 link management functionsudimg support for MME overload and load
balancing and NAS node selection.

X2 Application Protocol (X2AP) (enhanced)[15]: is a peer-to-peer protocol between two (H)eNBs in
order to support mobility, including context tragisfand control of user-data forwarding tunnels. It
includes functions for load management, inter-gatrference coordination and information exchange
for support of handover settings negotiation (seRQY and energy savings (see ESje X2AP is
enhanced to include information used in novel synehnization, radio resource and interference
management and SON algorithms (see [32][36][37]).
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2.3.2.2 Radio Functions

The Radio Functions consist of the Self-Organisindi®@&esource and Interference Management block,
Radio SON Coordinator block, the scheduler, and\istsvork Monitor Module.

Self-Organising Radio Resource and Interference Maagement (SO-RRIM): The SO-RRIM block
consists of several functions and techniques whigfether ensure that radio resources are effigientl
used in a multi-cell environment while fulfilling & requirements of the users (these functions are
described separately below and constitute as aenthel SO-RRIM block). RRM in this sense completely
controls the radio interface. The main function} dfe resource allocation, scheduling, load control
admission control and mobility control. All thedgaithms are located in different layers of thetprol
stack, from PHY (channel measurement, interferenaacellation), MAC (scheduling) to RRC
(admission and mobility control). The layering bése functions arises from the timescales they wwork
and the type of information they mainly utilise.shiould be noted however that all these functiaes a
tightly interconnected for optimised joint decisioraking. For example the location of power congnad
interference management depends on the timesqadatairate and algorithm used. For example uplink
closed-loop power control would be located in tbleesluler, while open-loop uplink power control @ggin

a slow update of the receive power target pointldvdie a RRC function. An additional point which
needs to be mentioned is that in this section thdtitell coordination aspect is not explicitly
represented. In the architecture the enabling X2#&\Pepresented and it is assumed that the actual
algorithms within a RRM includes coordination wheeeded, for example in an inter-cell interference
coordination function. Furthermore a distinctiortvibeen self-optimisation functions [1], [20] and i@ad
resource management functions has not been dotiergEsis a strong overlap in terms of functionality
which require close interaction and joint algorightaking the SON objectives into account.

Admission Control (AC) (enhanced]) is responsible for admitting or rejecting estdbitient requests for
new radio bearers. Establishment requests candme fIEs attached to the (H)eNB or from another
(H)eNB in the case of a handover. This function salkeo account the load (resource utilisation), QoS
requirements of the existing and of the new beaerduding QCI, ARP, Priority, Latency, GBR,
AMBR values, etc.) BeFEMTO proposes an integrated admission control andesource allocation
scheme that aims at balancing the energy usage bemn femtocell users between signalling and
data transmission [36].

Mobility Control (MC) (enhanced) controls mobility of users in connected and idiede. Idle mode is
controlled by setting cell reselection parameterthé correct values (thresholds etc.). In conmectede
this function is responsible for deciding when aodwhich cell the handover procedure should be
triggered. Handover decisions may be based on WHdyeNB measurements, neighbour cell load (see
MLB), cell load (traffic distribution, transport arfdirdware resources) and operator defined polifies.
actual handover execution is handled in RRC and SI8$ZEMTO enhances the mobility control
function for networked femtocells by proposing a taffic forwarding based scheme to reduce the
signalling cost to the mobile core network for intefemto handovers [31].

Congestion Control (CC): The task of congestion control is to monitor, det@nd handle situations
when the system is about to reach an overloadtisituar when an overload situation has been dedecte
with the already connected users. The congestiatralowill take actions to bring the (H)eNB backao
stable state by for example reconfiguring beamspping bearers and/or by interaction with the MLB
function. CC will also inform AC about the currentdbsituation of the cell.

Capacity and Coverage Optimisation (CCO): This function handles the coverage and capacity
optimization. It enables automatic/intelligent adjuent of the coverage based on inputs from Coverage
Estimation, UE, PHY and NMM and optimises capadity, example of control channels, based on UE

measurement feedback and locally available infaomat

Physical Cell Identity (PCI) selection (PCIS_F)function: The PCIS_F supports PCI selection at the
startup of the (H)eNB based on either a central@edistributed approach. In the centralised apgroac
OA&M assigns a planned/specific cell ID. For distried assignment, the OA&M configures a range of
values from which the (H)eNB selects a value rangarmmoving values which have been reported by
UEs, reported over the X2 interface by neighbou(ipgeNBs or determined using NMM.

Mobility Load Balancing (MLB) / Load Balancing (LB_F) Opti mization: The objective of load
balancing is to distribute cell load evenly amomefjscor to transfer part of the traffic to othetleesuch
that radio resources remain highly utilized and @& of in-progress sessions are maintained amd cal
dropping is kept sufficiently small. This is dong fmeans of self-optimisation of mobility parameters
handover actions. It also includes setting of dklection mode for idle mode load balancing.
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Mobility Robustness Optimisation (MRO) / Handover ptimisation Function (HO_F) (enhanced)
The function of Mobility Robustness Optimizationtés detect radio link connection failures that occur
due to too early or too late handovers, or handéwewrong cells which are caused by non-optimised
handover parameters. The function is also resplenddy optimising the idle mode cell reselection
parametersBeFEMTO enhances this function by proposing a fast @io link failure recovery
mechanism to reduce the service interruption timeThe basic idea is to allow UEs to enable
forwarding handover and let the last serving BS proetively transfer the context to the potential
target BSes on detection of a radio link failure [3]L

RACH Optimisation (RACH Opt.): This function optimises the (P)RACH configuratiorcaling to
internal measurements and according to feedbaekvegt from UEs (via RRC) and from other (H)eNBs.

Automatic Neighbour Relation (ANR) Function: The ANR Function detects, adds and removes
neighbour cells and manages a neighbour relatigle &utomatically. This can then be used to establi
X2 connections to peer (H)eNBs, execute handoversr 2 and update the UE measurement
configuration.

(enhanced) Inter-Cell Interference Coordination ((@ICIC): ICIC has the task to manage radio
resources such that inter-cell interference is keypter control. ICIC is inherently a multi-cell RRM
function that needs to take into account informafimm multiple cells. Enhanced ICIC extends this to
heterogeneous networks, in Rel-10 initially for r@A-based LTE deployments only.

Cell Outage Detection and Compensation (CO D&C)Cell Outage Detection allows the system to
detect a cell outage (sleeping, out-of-service) etatomatically. Upon detection of an outage evEel|
Outage Compensation would automatically try to réigome the RAN to maintain as much as possible
normal services to the network users [28].

Energy Saving (ES):This function allows optimising the energy constimp enabling the possibility
for a cell providing additional capacity, to be gied off when its capacity is no longer neededtariuk
re-activated when needed.

Centralised Power Setting (CPS)new): This function enables the possibility for a cell crating too
much interference among a set of cells controlledybthe LFGW to be switched-off as per LFGW
indication until the LFGW requests the cell to re-ewaluate its contribution based on measurements
performed by the cell’s NMM or until the LFGW re-evaluates itself the interference situation based
on the feedback of measurements performed by the NM of all or a set of controlled cells (for
further details see [38]).

Minimization of Drive Testing (MDT): MDT includes the automatic collection of UE mea&sunents
and the logging of data that can be used to repfaaaual drive testing to evaluate the network
performance per physical location [26][27]. Onetidpuishes between Immediate MDT by UEs in
CONNECTED state and Logged MDT by UEs in IDLE motte.the latter case, measurements are
collected and reported in a batch manner to the &iNBlater point in time.

QoS Parameter Optimisation (QOS_F):The QOS_F covers different optimisation targetschviaffect

the efficient support of QoS in RRM. The optimisatiaran include (but are not restricted to) admission
control parameters, scheduler parameters, other Bxyparameters, like retransmission configuratiod
congestion control optimisation.

Semi-static parameter management (SSPMRadio resources which are semi-statically allocabed

UE (like DRX, SPS, CQI reporting resources, etce assigned and selected in this function. This can
take into account UE speed, load and QoS requirtsmi@e. DRX power savings versus latency). In
contrast cell-wide parameters are updated accorthin®kRM and SON algorithm outputs and are
coordinated with the RSONC.

Radio SON Coordinator (RSONC) (enhanced) The radio SON coordinator is a controlling and
coordinating instance between SO-RRIM, protocol st&BN enablers and OA&M. It builds upon the
SON Controller framework developed within the SOORES project [29], which has been developed to
ensure that the individual SON functions work tbgetwithout conflicts and to select the correct
parameter settings for themowever, the BeFEMTO RSONC goes beyond this in that additionally
reports received SON inputs from OA&M and reports gecific SON outputs (which are used for
example for centralised SON) to OA&M. It also collets measurement inputs from the SON
enabling functions and from the protocol stack andther (H)eNBs. It will then distribute these to
the SON/RRM functions and as a result coordinate t different results of the SON/RRM function

by identifying conflicts and selecting the correcparameters settings. RSONC is also responsible for
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coordinating access to NMM by different blocks andor controlling the self-configuration phase of
the radio access patrt.

Scheduler (SCHED)/Dynamic resource allocation (DRAPacket scheduler (PS)enhanced) This
functional block is part of the RRM functionality ihe (H)eNB performed at the MAC layer. The
scheduler allocates radio resources (resource flacknsmission power, etc) to radio bearers aguogprd
to a specific objective. Normally this objectivéelr to maximize system capacity and throughputs via
channel-aware and opportunistic scheduling (explpithe different fading conditions of all userd)ile
also taking into account the different QoS andniess requirements of the different users and thdio
bearers.

The scheduler receives information from variousreesl (RLC, PHY, (H)eNBs, etc) like measurement
information (queue size of radio bearers, delaypatkets, channel state reported by the user) and
restrictions in terms of cell and user configunatguch as DRX, SPS and broadcast information. it the
determines the allocation of packets from differeadio bearers to resource blocks, the size of each
transport block and the physical layer configuratjooding, modulation, spatial processing and nappi
onto resources). With this output the schedulefigares RLC, MAC and PHY each subframe.

The scheduler includes the sub-functions link aatégt (adapting modulation, coding scheme,
precoding, layer mapping and power), HARQ managéen{eiARQ process selection, controlling
retransmissions and redundancy version selectibrffic volume/Queue/BSR management (keeping
track of the queue status per bearer and useudimg size and delays), CQI/CSI management (managing
the CQI reports received by users) and rate comrderms of radio resources (GBR, AMBR).
Scheduler interface specification has been defingéFemtoForum API)[21] that provided guidance

on designing and implementing the new concepts deleped in BeFEMTO project.

Network Monitor Module (NMM): This function provides inputs for self-configumatiand interference
management by implementing a PHY downlink receiveraddition to the received signal strength
indicator (RSSI), parameters which can be acquirech surrounding cells are: carrier, physical cBl] |
reference signal receive power (RSRP) and systemniaion. These parameters can then be used for
power control, synchronisation and optimisatiomaafio parameters.

2.3.2.3 SON Enablers

SON enabling functions allow acquisition of contéxfiormation, which provides the SON and RRIM

functions with required measurement informationlavhiding the actual context acquisition mechanism.
They may also provide some post-processing of rata dot directly of interest to the SON and RRIM
functions.

Coverage Estimation (CEST)enhanced) enables automatic estimation of the (H)eNBs covelased

on various measurements, which can then be use®@y and RRM functions, i.e. to optimize
transmission power. The (H)eNB function processeasmements from RRC and scheduler, according
to a specific algorithm building a database of cage information and optionally forwards this
information to OA&M. This function also utilises gition information from positioning blocKThis
function is enhanced with a new coverage estimatianethod.

Positioning (POS) (enhanced) This function provides position information of tiild)eNB and/or of
users connected to the femtocell, which can thensikee by SON and RRM functions. The acquisition of
the exact position and geographic coordinates @amadhieved using multiple methods which are not
defined in the architecture.

Context Awareness Learning:This function enables (H)eNBs to learn, taking iat@ount information
fed back from the environment (i.e., perceivedrierence at macro UEs) as well as from its respecti
home users. The acquisition of this informatioruéed by (H)eNBs in order to further optimize their
parameters such as transmit power and frequendgrsar

Network Synchronisation (SYNC) (enhanced) This function block provides the logical
synchronisation port as defined in 3GPP TS 36.4@), which allows the Uu interface to operate withi
the required time, phase and frequency alignmethehetwork.This function is enhanced with two
new synchronization approaches, a client-server-bad one and a self-organized one based on
firefly synchronization.

2.3.2.4 Transport Network and Management Protocol Stack

The transport and management protocol stack canthim control and user plane protocol functions of
the transport network layer and the management.laye
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Internet Key Exchange v2 (IKEv2): Establishes IPSEC tunnels and authenticates theN@l{to the
peer.

Extensible Authentication Protocol Method for UMTS Authentication and Key Agreement (EAP-
AKA): provides user authentication via UICC and optiore{B authentication.

HTTPS/SOAP RPC [18]: SOAP provides a standard XML-based syntax, oveFPH, to encode remote
procedure calls used in TR-069.

IP Stack: Consists of the internet protocol family, includity IPSEC, UDP, TCP, SCTP and the GTP-
U protocol (actually a 3GPP protocol but assumdaketpart of the transport network layer).

GeoSublayer (GS)(new). The GS provides the protocol over the Rt interfacehat is needed to
execute geographic routing and forwarding functionéity. It uses functionality provided by the
positioning block to know the coordinates of the lcal node.

2.3.2.5 Transport Network and Management Functions

The transport network and management functionsritbeséunctionality which controls the transport
network layer. The management functions describectionality which is responsible for general
administration, start up and maintenance functadrthe HeNB.

Routing (RT) (new). In general, routing consists of the following builihg blocks: Neighbor
Discovery, Control Message Propagation, and Route dlermination. It consists of a Neighbour
Discovery block which is responsible for gatheringaccurate link cost and other relevant
information about the neighbours of each node. The @htrol Message Propagation block
distributes the link cost information over the network. Finally, the Route Determination building
block is in charge of computing the final routes ad the transmission approach for forwarding data
packets (i.e., unicast or broadcast). However, depding on the specific approach, some of these
building blocks may not be present. It uses the Rinterface defined in the transport network
domain to either implement the centralised routingor the distributed location-based routing.

Local Location Management (LLM) (new): The location management function enables tracking of
the user location by providing a mapping between th UE identifier and its physical/logical location
in the network. It features a database (or part ofa database in case of distributed location
management) that stores the position/location of aode inside the network. The local location
management function exchanges data over the Lm intice in the transport network.

Centralised Power Management (CPM)(new). The power management function enables the
triggering of specific measurements by the NMM. Itmay apply proprietary algorithms to derive
the transmission power of the HeNB. It may also fedxhck the relevant information obtained from
the measurements to its counterpart in the LFGW forcentralised transmission power setting
decision.

Local Network Element Management Agent (LNEM Agent)(enhanced)[18]: provides the OA&M
client functionality for management of softwaredafes, inventory management and self-testing
functionality. It also coordinates the self-configtion of the transport network layers including
allocation and acquisition of IP addresses, setupP&EC tunnels (via the Security function), S1
connection establishment and handling of provisigrparameters received by the HeMS, which is used
for configuring transport and radio network layers.BeFEMTO, it can be a client to the Local
Network Manager server within the LFGW, either based on the TR069 protocol or some
proprietary protocol, to enable self-management othe femtocell network.

Fault Diagnosis Probe (FDP)(enhanced) The FDP provides fault diagnosis information to a
centralised fault management node in form of atfdidgnosis probe. Note that some fault diagnosis
management tasks could potentially be carriedrothié HeNB but this would require additional phykica
resources and support from HeNB manufacturgrgrefore, the BeFEMTO approach is to perform
fault management in the LFGW.

Performance Management (PM): collects performance and key performance indisa{&PI) and
provides them to the OA&M system and to the SO-RRIBEk.

Security (SEC)(enhanced)[19]: This function covers HeNB authentication, HeNB lomaterification
(by utilising information from the Positioning bllkcand HeNB integrity/validity checking and optiolyal
hosting party (the user) authenticati6ifeNB authentication is based on certificates usinlKEv2 and
hosting party authentication uses EAP-AKA using a 9V card (UICC). EAP-AKA is also used for
device authentication. The Secure Loose-Coupled Sutsber Authentication allows the Femtocell
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line subscription to be authenticated towards theixed backhaul as well as the configuration of the
access network subsystems in real time.

2.3.3 HeNB Internal Interfaces

This section describes as far as possible, ancased necessary, the internal interfaces of theBHeN
(external interfaces are described in section 2.II8 majority of these interfaces are not repriskin
the actual figure for the sake of clarity. In castr; interfaces related to RRIM and SON are predente
more detail, as these functions are major workiegsin BeFEMTO.

The FemtoForum has published a Scheduler intepeeification [21] and a Network Monitor Mode
interface [23] specification for LTE femtocells. 88e specifications will be the natural buildingdiddor
extensions, which will enable the new concepts lbpexl in BeFEMTO to be captured in interfaces,
providing guidance on implementing them. As RRM la§exrspects and coordination aspects are not yet
included in these documents, work on a more cormB&M interface specification is done in WP6. This
will extend the scheduler interface where necesaadycreate a new RRM API interface specificatmn f
layer 3 RRM techniques, including SO-RRIM and RSONC.

Additional interfaces of interest are the MAC/PHYeirface [22] and the Service Access Points (SAPS)
defined between the protocol stack layers whichnatedefined here but are naturally present, ndymal
in form of a control and data SAP.

Interfaces between the following blocks have beentified before:

POS-NMM (via RSONC): The positioning block acquires neighbour cell $yoaisation used for
determining the HeNB position.

SYNC-NMM (via RSONC): The network synchronisation block acquires neiginlo@ll synchronisation
to achieve synchronous network operation.

CEST-RRC: Coverage Estimation receives the measurement sefR8RP) of the UEs together with
their position information.

CEST-SCHED: Coverage Estimation receives CQI reports from thedualer.
CCO-PHY: Coverage optimisation uses uplink macro UE detedtitormation from PHY

CCO-CEST: Coverage optimisation uses information of the estti coverage to decide how the
coverage is to be optimised.

SCHED: The scheduler receives cell and user-specificigordtion parameters and is updated with the
lastest buffer status in uplink and downlink. Ferthore channel measurements from PHY and UE are
processed. Additionally SO-RRIM provides restrictioformation for interference management.

Geo Sublayer-POSThe Geo Sublayer uses the position informationuimed by the positioning block.

LNEM Agent-RSONC: The OA&M block control the radio self-configuratigghase and provides the
Radio SON Coordinator with the configuration parameteceived from OAM.

NMM-RSONC: Parameters which can be acquired from surroundétig are: carrier, physical cell id,
RSRP, RSSI and system information.

2.4 BeFEMTO LFGW Node Architecture

2.4.1 Overview

To tackle the challenges arising from the largdesdaployment of networked femtocells, a new entity
called a Local Femtocell GateWay (LFGW) is introelddén BeFEMTO. Different from HeNB GW that
is deployed by mobile operators in the core netwddkact as a concentrator/distributor for contisef
plane interfaces, LFGWs are deployed at users’ igesrsuch as in an enterprise building to actlesa
controller/coordinator. The purpose of introduclt§GWs is to facilitate various functionalities fiorcal
femtocell networks, such as mobility managementting, RRIM, network management and fault
diagnosis for local femtocell networks, by consting a hierarchical structure and acting as anfiate
between HeNBs and the core network. By deploying LEGiNe control plane signalling related to the
local network is terminated at a LFGW without goitagthe core network. This reduces the processing
load on core network elements, in particular th&lBe&GW and MME, and avoids traversing the high-
latency and capacity-limited backhauls (e.g. basedkDSL) still present in most homes and small to
medium sized enterprises. It should also be nobed this also allows the user plane traffic to be
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localized. In this way, both the backhaul load @ahd management load at the core network can be
significantly reduced while the local network maeagan enforce its own locally optimised policies.
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Figure 5: BeFEMTO LFGW Node Architecture

Figure 5 shows the functional architecture of a BFO LFGW node. Generally speaking, it can be
divided into two functional blocks: one is relatedthe management and fault diagnosis functioesliti
that act at a higher level and another is relateddio and network functionalities of a LFGW noidlae
radio and network functionalities of a LFGW node aupported by several functional entities as shown
in the lower part of the figure. Proxy MME (PMMEhé proxy S-GW (PS-GW) act as a MME and S-
GW for local HeNBs to enable local mobility manageinand data forwarding. From the point of view
of the core network, they act as a single HeNB rantt® thus the standard 3GPP procedure can be used
for hand-in and hand-out mobility. It also contam&ocal P-GW (LGW) which can constitute a central
local breakout point with full mobility support faiPA and SIPTO sessions. By adding a new interface
S-rat between the L-GW and the EPC’s P-GW, this fitplis extended to/from the outside of the
femtocell network. The Local Location ManagemeritNl) function accepts the request from the Proxy
MME to map permanent (or long-lasting) UE identii¢e.g., S-TMSI) to the coordinates of the current
position of the UE in the femtocell network. Thauting function enables local routing to optimize th
data forwarding within the femtocell network. The IRRfunctions introduced at the LFGW are
responsible for coordinating the radio access chdamtocell. The management functionalities of a
LFGW node are centrally supported by a Local Nekndanager (LNM) as shown in the upper part of
this figure. It has several embedded sub-functtonsatisfy various management requirements based on
the local information collected via probes.

2.4.2 Functional Blocks

The BeFEMTO LFGW node architecture consists of filllowing main components and functions
explained in the following subsections.
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2.4.2.1 Radio and Network Functions

Proxy Mobility Management Entity (PMME) (new): It handles the local mobility-related signalling
functionalities acting as a point of termination fa& mobility-related signalling from the local
femtocell network and conveys the signalling betwaethe core network and the HeNB for hand-in
and hand-out mobility. It appears to the MME (or HeNB-GW, if present) in the core network as a
HeNB and to the HeNB in the local network as a MME. Ths, it works in a manner that requires
no changes to the functions of the EPC, except for anagement functions like the Home eNB
Management System (HeMS).

Proxy Serving GW (PS-GW (new). It handles the user plane data functionalities releed to the
local routing and forwarding. The S1-U bearers fromthe core network are terminated here and
remapped to femtocells. It acts as a mobility anchidor inter-HeNB handover and conveys the user
plane data between the S-GW in the core network andhe HeNB for hand-in and hand-out
mobility. It appears to the S-GW (or HeNB-GW) in the core network as a HeNB and appears to the
HeNB in the local network as an S-GW.

Local Gateway (LGW) (enhanced] It acts as a local P-GW connecting the local femilonetwork to
the external packet data network. Depending oratbleitecture within the local femtocell networkg#n
constitute a central local breakout point for LIBASIPTO.It is enhanced with the functionality for
consistent macre~>femto offload mobility and remote access.

Routing Controller (RC) (new): It has different functionalities depending on whichrouting scheme
is used. Its main functionalities are applied to a&ralized routing scheme, in which it collects the
status and performance information from the traffic routing and forwarding (TRF) elements and
performs path computation to optimize the paths orwhich user traffic is forwarded through the
local femtocell network between two given end poist (LFGWs, HeNBs, local services). In the
distributed routing scheme it implements local rouing that exploits position information to
forward traffic between HeNBs and from/to LFGWs. It interfaces with the PMME to obtain
information about the installed bearers and their @S requirements.

Local Location Management (LLM) (new): It maps a given 3GPP mobile subscriber identifier a
the geographic coordinates of the HeNB where that &) is currently camped. It stores the location
information updated by the UE in a database and itinterfaces with the PMME to receive the
paging request from the core network and pages thappropriate HeNB in the local network.

Self-Optimizing Centralized RRIM (SO-CRRIM) (new): It collects the channel state information
between HeNBs within the femtocell network in a reatime manner. Based on the channel state
information collected, this function adaptively albcates the frequency bands to the femtocells to
reduce the inter-cell interference. The frequency paitioning may also take the channel state
information of the eNBs into account which can be dhined through the PMME. This function
performs at a radio access layer in a self-optiming manner transparent to the upper layer
functionalities.

2.4.2.2 Management Functions

Fault Diagnosis Probe (FDP)new): It provides fault diagnosis information related to problems in
the LFGW to a centralised fault management node ithe form of a fault diagnosis probe. Together
with the information provided by the FDPs deployedin the different HeNBs, this will be the basis
for the diagnostic inference carried out by the Fali Management module.

Local Network Manager (LNM) (new): It provides the local network management functiondties to

unload the management complexity from the mobile ggrator and improve the scalability of the
femtocell subsystem. It enforces the mandatory palies from the mobile operator while flexibly
applying the local operational policies defined byhe local femtocell network according to its own
demands. It hosts several components necessary focal network management including Power
Management, Fault Management, and Frequency Allocan. Additional management components
can be easily added to the LNM to extend its functralities.

« Power Management (PM)(new): It tracks the UEs’ activities in the femtocell netvork and
adaptively enables the unused femtocells into powsaving mode to reduce the power
consumption. Depending on the implementation optiogy various monitoring methods and
power-saving modes can be adopted. In the context BeFEMTO, a self-learning mechanism
is used to enable the UE to learn on its own whet is in the geographical vicinity of the
femtocell network. The system application for the UEEan be proprietary and be bundled with
the power management improved femtocell. This shouldot need a standard’s extension. A
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signalling mechanism from the UE to the PM and fronthe PM to the femtocell is defined to
let the UE inform the PM whenever they enter or leag the area around the femtocell network.

* Centralised Power Management (CPM)(new): This function synchronizes the triggering of
the measurements needed to be performed by the HeNRg centralised power setting. It may
gather the results of these measurements and appfyroprietary algorithms to derive the
transmission powers for all or a set of HeNBs contited by the LFGW.

¢ Fault Management (FM) (new): This is the core Fault Diagnosis component in BeFEMTO1
uses the evidences provided by FDPs located bothlteNBs and the LFGW itself to determine
the root cause of service affecting problems by cdacting an inference process. The FDP may
also need to communicate with other FDPs located ihe mobile and access network providers
to execute distributed inference.

e Carrier Allocation (CA) (new):. It enables the femtocell network operator to have He
flexibility to assign the granted frequencies to th femtocells according to their own demands
and policies. The local policies should co-exist arte compliant with high-level policies from
the mobile core operator.

2.4.3 Interfaces
The BeFEMTO LFGW node architecture has the followimajn interfaces:

S1-MME: Over this interface towards the MME, the LFGW exufjes standard mobility-related
signalling messages, but only for hand-ins and tand of UEs, while intra-femtocell network
handovers are hidden from the MME.

S1-U: Over this interface towards the HeNBs, the LFGWhexges both breakout and non-breakout UE
data plane traffic.

SGi: Over this interface, the LFGW exchanges LIPA atIT® traffic with the local network and also
directly with the Internet.

S-rat (new). Over this interface towards the P-GW, the LFGW send a dummy packet to trigger
paging within the macro network when local traffic destined for the UE arrives at the LFGW while
the UE is in idle-mode. Also, local breakout trafft is exchanged between the LFGW and the P-GW
over this interface while the UE is in the macro nevork and in active mode.

Lm (new). Over this interface, the UE updates the location tthe LLM and the LLM pages the UE
when an incoming call arrives.

Ps (new). This interface is used to convey the measurementqeests coming from the LFGW and
the measurements results coming from the addresséteNBs under the control of the LFGW.

Rt (new). Over this interface, the RC on the LFGW registers wh each TRF, obtains link state
information and updates events and modifies the favarding tables and procedures.

Fd (new). The FDP sends fault diagnosis information to the FMand receives the commands from
the FM via this interface.

Type 1C: It connects the LFGW with the femtocells for looatwork management signalling.

Type 1C’ (new). It connects the HeMS with the LFGW for core networkrelated management
signalling.
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3. Base Band Processing and RF Front End Extensions

3.1 Carrier Aggregation Extensions

3.1.1 High-Level Approach

One of the most challenging targets of BeFEMTO, asT&-A system, is the support of a wider
bandwidth of up to 100MHz. This must be achievedlavkeeping backward compatibility with LTE
systems. Basically, there are two main approachesoimplying with these requirements: to define new
wider transmission bandwidth modes than in LTE,toruse carrier aggregation (CA). The latter one
consists of grouping several LTE “component casti¢CCs) (e.g. of up to 20MHz), so that the LTE-A
devices are able to use a greater amount of battuyédg. up to 100MHz), while at the same time
allowing LTE devices to continue viewing the speotras separate component carriers [3].

The main focus for CA should be on consecutive spat{contiguous component carrier aggregation),
but as it may not always possible for an operatombtain 100MHz of contiguous spectrum, the
aggregation of non-consecutive spectrum (non-cootig component carrier aggregation) should be
supported considering reasonable complexity. Furibee, the component carriers that are aggregated
can be non-contiguous in the same spectrum bam different spectrum bands. The following figure
shows these two approaches to reach the 100MHznbditd(up to 5 LTE CCs). This is more detailed in
[34].

cc1 cc2 cc3 ccs ccs cc1 cc2 ccs
% 7 % 7 % N 2 N 22
\ | | | | | \ | \ |
20MHz 20MHz 20MHz 20MHz 20MHz 20MHz 20MHz 20MHz
Contiguous aggregation Non contiguous aggregation

Figure 6: Contiguous vs. non-contiguous aggregation

3.1.2 Benefits and Limitations

The carrier aggregation will have an important vagig the deployment of LTE-A system. As most of
innovative techniques, it has its own benefits limdations. The main benefits are presented below:

« With CA increased data rates and lower latenciealfarsers in a cell can be achieved.

< Carrier aggregation not only helps to achieve higieak data rates, but could also help achieve
better coverage for medium data rates. For mediata thtes it allows the use of lower orders of
modulation and lower code rates, which reducegéheired link budget, transmission power and
interference.

« Carrier aggregation also provides benefits for badthwscalability, which is beneficial not only for
facilitating different bandwidths but also providia smooth migration from LTE to LTE-A. At the
same time, backwards compatibility is maintainea &3E-A UE could detect each individual LTE
carrier using its acquisition channels.

e Multi-carrier enables flexible spectrum deploymendscording to individual network operator
needs.

« Because of the direct aggregation of LTE carridierd’s no need to make large changes in the
physical layer of LTE systems, which reduces tragiedifficulty of a LTE-A system greatly.

On the other hand, this technique presents seliiigdtions, mainly related with complexity and tad
the terminals, which have to be able to supportewidandwidths. In this way, hardware limitations
appear in several aspects:

« Availability of A/D converters with the requiredregling rate and quantization resolution

« Availability of RF filters for such large bandwidthed bandwidths of variable range
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« Increased decoding complexity e.g. for channel diegpand increased soft buffer size

« Limitations in the RF part when aggregation is perfed on non-consecutive spectrum in different
bands (the spectrum bands defined in [4] for LTEployment could be separated by several
GHz). In this case, the most reasonable soluticathdsuse of parallel transceivers for each band,
which translates into increased terminal cost arel s

« Antennas to cover the whole bandwidth when, asptegious point indicated, the aggregation is
performed in different bands (non-contiguous). Téas be very challenging especially at the user
side.

« Extending the usable bandwidth while maintaining #ame output power spectral density levels
poses some challenges on the power amplifier desige to decreased amplifier efficiency or
increased intermodulation products of transmittet thay fall in the receiver.

3.1.3 Impact on Architecture

Aggregation of the component carriers can in pplecbe done at different layers in the protocotlstat

can be found that the MAC layer aggregation scheneasier to fulfil the smooth transition from LT t
LTE-A system, which is one important factor thabusld be considered. In view of the follow-up
development of spectrum aggregation technologydtta stream should be aggregated above the MAC
layer as it's shown in the next figure [5].

RLC

LTE-Advanced

I ! T l
| | | |

LTE i LTE i LTE T LTE —=
| | | |

|

|

=

|

|

Figure 7: Carrier aggregation at RLC layer.

This implies that hybrid-ARQ (HARQ) retransmissioage performed independently per component
carrier. Transmission parameters such as modulattbeme and code rate could be also selected per
carrier, as well as resource allocation, MIMO mkliadaptation. This is especially useful in case of
aggregating CC from different bands with differesdio channel quality. The fact that the physicgéta
processing of each component carrier, the packiat ctantrol protocol (PDCP) and radio link control
(RLC) layer are reused from LTE Release 8, is highgndficial from an implementation and
specification perspective. Existing implementaticas, to a large extent, be reused, thereby shingen
the time-to-market for LTE-A equipment with no clgas to higher layer protocols required.

On the terminal side, CA implies changes in thedtaiver architecture for the use of wider spectrum
bands. In this way, two main approaches can bevieltl: the use of multiple single-band transceivers
(especially useful in non-contiguous spectrum dg@plents) and wideband transceivers.

3.1.4 Impact on Standards

CA is one of the most distinct features of 4G systecluding LTE-A, and it is being studied by many
companies and standard organizations all over twdw6]. In 3GPP is being standardized as part of
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LTE Release 10. Support of this feature requirdeaeroement to the LTE Release 8/9 PHY, MAC and
RRC layers while ensuring that Release 10 maintainsazad compatibility to LTE Release 8/9.

In [4] RAN4 defines, based on the operators inpRtdéployment scenarios and priorities for feagipili
study of LTE-A. These scenarios cover both contiguand non-contiguous CA for single and multiple
spectrum bands using TDD and FDD. Four of them weresidered for initial investigation in order to
meet the ITU-R submission timescales. These aroliosving:

Table 1: Deployment scenarios for ITU-R submission

Scenario Proposed RAN4 ITU deployment scenario fdnvestigation

#1 Single band contiguous allocation @ 3.5GHz Han&DD (UL: 40MHz, DL: 80MHZz)

#2 Single band contiguous allocation @ 2.3GHz Hand0 TDD (100MHz)

#3 Multi band non-contiguous allocation @ Bands &nd 7 for FDD (UL: 40MHz, DL
40MHz) *

#4 Multi band non-contiguous allocation Bands 34aB8 40 for TDD (90 MHz) *

Note *: For some technical aspects for the ITU-Rnsigkion this would be done with 2 carrier

aggregations

In RAN4 it is also defined some aspects relatedhéoaggregation of components carriers, like channel
raster, channel bandwidth, additional transmisbi@mdwidth configurations, extension carrier andiear

spacing between contiguously aggregated comporenéis [4].
3GPP standardization for CA is part of Rel-10.
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4. Radio Resource and Interference Management Functions

In this section we briefly describe the multiplepagaches the BeFEMTO project proposes to deal with
radio resource and interference management (RRIM}reidimpact in terms of system architecture and
consequently on standards. In particular, we diasisem as a function of the architectural requieeis
that they would require for implementation, accogdto the following groups: 1) Centralized RRIM
approach with HeNB coordination in the LFGW; 2) tiitsuted RRIM approach with HeNB coordination
via X2 interface; 3) Distributed approach with eNBd HeNB coordination via X2’ interface; 4)
Completely distributed RRIM approach, with no needairdination with any other node in the network.

4.1 RRIM Variant 1: Centralized with HeNB Coordinator i n LFGW

4.1.1 High-Level Approach

In this approach, the HeNBs of the same operatoaténl in an enterprise building are centrally
controlled by a Local Femtocell GateWay (LFGW). §ltentralized controller manages the resource
scheduling, interference coordination and mobitignagement of corresponding HeNBs.

4.1.2 Benefits and Limitations

The existence of a local controller provides a @rtoncentrator point to process all the chantetkes
information data via a centralized algorithm iroedl (i.e. within the LFGW'’s domain) rather thaolgghl
scale. However, this method requires some extraheeg/backhaul signalling between HeNBs and
LFGW by means of standard or enhanced interfaagsturther details on usage of LFGW to deploy the
RRM algorithm locally the reader is referred to [32].

4.1.3 Impact on Architecture

The interface between HeNBs to LFGW can be S1 (baegatoxy MME) taking into account the time
duration of validity of channel state information.

4.1.4 Impact on Standards

The definition of a new node called LFGW can beeatlithto standard as an extension to the deployment
hierarchy. However, no changes to current 3GPPregeired to support local RRM. The need for a
LFGW-like node is currently under discussion in Eerforum. On the other hand, due to the nature of
LFGW, i.e. access to local rather than global imfation, it is possible to implement it in a propyie
manner by simply identifying its required interfaceithin the standard.

4.2 RRIM Variant 2: Distributed with HeNB Coordination via X2

4.2.1 High-Level Approach

Distributed coordination between HeNBs covers midtipchniques dealing with improving the system
capacity by interference mitigation and resourdecation. The techniques discussed in BeFEMTO are
multiple: distributed learning, fractional frequgn®use schemes, time-domain coordination, digeibu
resource allocation, CoMP, interference alignmetat, (ef. [32] Section 3).

These approaches need different amounts of infeomdtom other HeNBs. Some examples of the
information to be exchanged are: SINR per useranBB, Power (per RB and/or channel/signal),
beamforming/precoding information, time-domain estriction information, learning primitives like
rewards, initial and collaborative learning infoioa, interference terms, etc.

The information exchange between HeNBs can in geéberachieved with different methods. Either via
X2 over various transports (e.g., Ethernet, WLAN),via a proprietary protocol, or via over-the-air
relaying (as defined in 3GPP) using either X2 asthar protocol, or via over-the-air UE relaying.

4.2.2 Benefits and Limitations

This approach allows for self-organisation withdl¢ need for centralised coordination entity, which
leads to reduced costs and higher robustnessn.single point of failure).

Limitations are represented by the cost of exchanthe coordination information and the capacityhef
coordination/backhaul link.
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4.2.3 Impact on Architecture

The distributed architecture requires the definitad an X2 interface for communication among HeNB.
In 3GPP Rel. 9 specifications, the X2 interfacesidll not applicable for HeNBs. This limitation has

been partially relaxed in Rel. 10 as part of introed mobility enhancements for femtocells. The
introduction of the X2 interface for the HeNB sceéaarallows supporting SON functions (for example,
mobility robustness optimisation (MRO) and mobiliad balancing (MLB)).

Depending on the solutions different requirememsperformance on the peer-to-peer link in terms of
throughput and latency are defined. In generalva latency (<10ms) link is beneficial. The exact
latencies and throughput requirements are sceramigh algorithm dependent. In addition, some
approaches, such as the CoMP, have some requiremeetsns of radio support as far as hardware is
concerned.

In case of relaying, a user-plane needs to be deteto allow X2 to be transmitted over the relak li
Un. In case of over-the-air UE relaying additioolhhnges in RRC are required.

4.2.4 Impact on Standards

The proposed RRIM scheme is based on the X2 intefat@een HeNBs. The X2 interface between
open access HeNBs and closed access HeNBs with e szbscriber group has been introduced in
LTE Rel-10. The introduction of the X2 interfacetlween eNB and HeNB is in the scope of mobility
enhancements in Rel-11.

Information exchange to facilitate distributed adioation can be achieved by extending the exisXig
protocol with additional messages and/or informagtements or by utilising a proprietary approddie
advantage of a standardised solution is clearlyititaroperability in multi-vendor HeNBs deployments
can be achieved.

4.3 RRIM Variant 3: Distributed with eNB and HeNB Coord ination via X2

4.3.1 High-Level Approach

One approach is a coordinated scheduling and beamirfg that aims to avoid ‘collisions’ of beams of
the macro and the femtocells for UEs being in clpesximity to each other. Other approaches will
consider feedback about the SINR perceived by theronusers, in order for the HeNBs to readjust
accordingly their transmission parameters. Therélyuo is described in more details in [32] and [36]

4.3.2 Benefits and Limitations

The benefit of the approach is that the eNB usergdeed throughput in close proximity of a CSG HeNB
can be significantly improved.

The approaches based on eNB and HeNB coordinatioexaexted to be limited by the stringent latency
requirements of the X2 interface between HeNB and,athich on average reach values of 10 msec.

4.3.3 Impact on Architecture

Distributed interference management impacts th@rabource management functionality supported by
the eNB and the HeNB. In order to allow exchangirigrination between eNB and HeNB the support of
an X2 interface with low latency and high bandwitthequired.

4.3.4 Impact on Standards

The proposed approach relies on the definitionnoka interface between eNB and HeNB, which is in
the scope of mobility enhancements in Rel-11. Is tkeispect, similar comments hold to those already
made in section 4.2.4.

4.4 RRIM Variant 4: Autonomous without Coordination wit h Other Nodes

4.4.1 High-Level Approach

The last group of RRIM approaches proposed by BeFEM®€Es not require any kind of coordination
between the HeNB and other HeNB or eNB nodes. Thenigebs discussed in this category are
multiple. Typically these approaches rely on sempsiapabilities of the HeNB node. In particular, by
sensing the eNB uplink channel, HeNBs are able todigut, by means of path-loss estimations, whether

Page 34 (54)



B& en@ D2.2 1.0

they can use the spectrum band allocated for eNEnkupgtansmission, without causing harmful
interference. This is enabled by the feedback HebBdausend to their serving HeNBs.

Energy requirements aware RRM (ERRM) strategies @ @oposed to take advantage of the energy
usage of the HeNB users, for both signalling and ttainsmissions [36].

4.4.2 Benefits and Limitations

The main benefit of this approach is that themedisieed to define any interface to support the axgh

of information among HeNBs and between eNB and HeN@wvéver, radios may need to support full
duplex operation. Moreover, the closed-access yaliould be harder to implement, without causing
harmful interference on eNB users.

The energy aware schemes allow for self-organizadifothe sum energy usage by HeNB users at each
HeNB without introducing signalling overhead, asIveslimproving robustness of HeNB. The main limit
of this scheme is represented by the need for mhtaiinformation about the distance between HeNB
users and eNB.

4.4.3 Impact on Architecture

Completely decentralized schemes do not have angdtmgm architecture. However, depending on the
specification of RRM using the concept of ERRM, the Xfkrface between eNB and HeNB/LFGW,
may help enhance robustness of this concept. Hrishelp enhance the robustness of this concept by
enabling the availability of accurate informatidrtfee HeNB about its location relative to the eNBjalh

is one of main factors in ERRM (for details, pleasferto Section 6 in [36]).

4.4.4 Impact on Standards

The energy aware RRM based on the concept of ERRM doedave standard impact since its
functional entities are HeNB internal. However, indual functional entities supported by the ERRM
(e.g., for the availability of more accurate infa@tion at the HeNB about its distance relative toaN8)
may have impact on the X2 interface by possibipibg the necessity of X2’ interface between eNB and
HeNB/LFGW.
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5. SON Coordinator and Enabling Functions

This section gives a description of the SON coatiam and its enabling functionalities addressetthiwi

the BeFEMTO project, their impact on the system igecture and standards. These functions include the
SON coordinator, positioning, coverage estimatiod aptimization, followed by two variants of networ
synchronizations (self-organized slot synchronaratind master-slave based approach). Two varidénts o
learning are presented, namely the HeNB-GW or LF&@fdinated approach using the S1 interface and
the distributed approach between HeNBs and eNBs ubmg2 interface. Finally, centralised power
setting operated by the LFGW is described.

5.1 SON Coordinator

5.1.1 High-Level Approach

The task of the SON coordinator according to th&Bi@rchitecture in Figure 4 is the coordination of
SON functionalities being located in the (H)eNBttk#her already exist in LTE Rel-10 (like coverage
and capacity optimisation) or are introduced in melgases.

The SON coordinator has well defined interfacethéobaseband processing entity and the RF frontend o
the PHY and to the radio resource management (RRMy.en

5.1.2 Benefits and Limitations

The benefit of the SON coordinator is that it akowhe support of clearly defined application
programming interfaces (APIs). Since the SON comttir is eNB/HeNB internal functionality it is not
specified in the standard. Therefore its implemigmas proprietary and the support of APIs is opél
only.

5.1.3 Impact on Architecture

SON functionalities can be located in OA&M and/ar E-UTRAN nodes, depending on the selected
architecture for the particular function. In OA&he SON server can be stand-alone or integrated int
one or more elements of node/network management

5.1.4 Impact on Standards

The SON coordinator itself does not have standardatt since it is (H)eNB internal. Individual
functional entities being supported by the SON dowator, however, may have impact on the X2
interface and the OA&M. This impacts 3GPP RAN3 &Ab.

The X2 interface between open access HeNBs anddchaszss HeNBs with the same subscriber group
will be introduced in LTE Rel-10. This will enabéxisting SON functionalities and allows for new SON
functionalities between HeNBs. However, an X2 irdeef between macro eNBs and HeNBs will not be
introduced in Rel-10. The introduction of the X2erface for this scenario is for further discussion
Rel-11. Alternatively, SON functionalities could @alde supported by the S1 interface. This impacts
3GPP RANS as well.

5.2 Positioning

5.2.1 High-Level Approach

Most of the indoor femtocells may not be able $telin to signals from three or more reference eNiBb s
as either GNSS positioned femtocells or macro eNis known positions. Therefore transmit offsets of
femtocells cannot be measured since this approaghires the knowledge of the transmitter locations.
This limits the applicability of conventional Obsged Time Difference Of Arrival (OTDOA) approaches
in an asynchronous femtocell network. As an altérago overcome these problems the Relative Time
Difference Of Arrival (RTDOA) concept can be applidd RTDOA, TDOA measurements are made by
a femtocell at unknown locations based on broads@gtals received from two or more neighbour
femtocells which also have unknown locations. Thergruisite for this approach is that a subset of
femto/macro eNBs in the network must have knowntlona and are already synchronized, e.g. via
GNSS. Based on all RTDOA measurements between nerergfe and some reference eNBs, the
location coordinates of the non-reference femtecalé estimated, together with the transmit tinfieeté
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of the femtocells. The estimated time offsets coalkb be used to synchronize the femtocells to the
macro network. The algorithm is described in maail in [36] and [37].

5.2.2 Benefits and Limitations

The advantage of the RTDOA approach is that it aladetermining position locations of indoor

femtocells that are not able to listen to refererbBs. This cannot be achieved with conventional
OTDOA. Limitation of the RTDOA approach is that tleentocells need to be within the communication
range of each other, i.e. good connectivity betwfeamocells needs to be ensured.

5.2.3 Impact on Architecture

The impact of positioning on the architecture ipanted to be small. The femtocells only need taesen
the environment and listen to broadcasted sighalitientify other femtocells uniquely. Examples fo
such signals are PSS, SSS and CRS. Since a HeNByahaadimited built-in UE capabilities in LTE
Rel-8/9 some extensions to the NMM may be neededitibdally, femtocells need to be able to report
the measured relative time difference of arrivalshie serving mobile location center (SMLC) which is
located in the core network. Impacts on the archite and interfaces are discussed in more detail i
[37].

5.2.4 Impact on Standards
Standard impact is expected to 3GPP RAN1 and RANS.

5.3 Coverage Estimation

5.3.1 High-Level Approach

This coverage estimation method estimates the ageeof eNBs or outdoor relay stations autonomously
by gathering and processing the Reference Signalirec®owers (RSRPs) from UEs in the coverage
area. The basic principle of this algorithm is taltUESs in the coverage area feedback their medsur
RSRPs to their serving nodes. These nodes thenisdRSRP data along with positions of UEs obtained
from the positioning block to form a coverage m@pverage map is formed by dividing the whole
coverage area in virtual grid and logging the regbRSRPs against respective bins of the grid ukieg t
positioning information.

5.3.2 Benefits and Limitations

The proposed method for estimating coverage isnamous. That is, it eliminates the need for extansi
field trials or Manual Drive Testing (MDT) that arequired to be carried out in order to estimate
coverage through conventional existing methodss &livantage in turn makes this algorithm very cost-
efficient as it saves the huge cost of expensibedarequired to carry out the drive tests. Furiiee
another major advantage of this algorithm is that fime efficient compared to field trial baseeéthnds.
This advantage makes this algorithm highly suitablenable SON. In particular, it is an importardut

to coverage optimization. The only limitation ofgthalgorithm is that in order to obtain a complatel
reliable coverage map a large number of RSRPs argreeigto cover almost each bin of the grid in
coverage area at least once. This means for cavenagp with low user density and low user mobility
large time may be required to obtain complete cayemap.

5.3.3 Impact on Architecture

Coverage estimation block need to process a largeiainof the positioning information provided by the
positioning sub-block and RSRPs supplied by the Utgrefore, eNB and HeNB need to have large
memory and processing capability to store and mooser reports (RSRP) over large time scale to build
autonomous coverage map.

5.3.4 Impact on Standards

This algorithm requires positioning information fits operation. Therefore its impact on standard is
expected in RAN1 and RAN3.
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5.4 Network Synchronisation: Self-Organized Slot Synchonization

5.4.1 High-Level Approach

This synchronization method proposes to achieve sfachronization, i.e. agreement on a common
transmission start and slot duration, by exchangirgynchronization word between femtocell entities.
The synchronization word is common to all nodesl isnalready included in the standard in the fofm o
the PSS and SSS sequences (see below). The uptksefar adjusting local clocks both in time and
frequency are inspired from the natural phenomerain firefly synchronization. This way,
synchronization emerges over time, and also adaptisanges in the network topology. See [37], $acti

4 for further details.

5.4.2 Benefits and Limitations

Compared to existing solutions, the proposed mettasl a number of advantages, namely frequency
synchronization is performed simultaneously witmei synchronization; no additional overhead is
required, as the existing PSS and SSS sequencedrepization is reached for any initial timing and
frequency offsets.

As a limitation, scalability becomes an issue imyviarge networks, e.g. more than 100 femtocells
synchronizing simultaneously. This issue may beucnvented when the timing reference from a
macrocell can be accessed within the consideretbfesth network.

5.4.3 Impact on Architecture

« Synchronization is performed using the PSS and @3fhary and Secondary Synchronization
Sequences), which are already present in LTE/LTH#erefore no changes of the frame structure
are needed.

e For SOSync, the start of a frame (10ms) may chavigen the network is synchronizing. To tackle
this problem, femtocells should detect that they iar synchronization phase, where the start of
transmission may change. During this phase, no sladald be transmitted in the last slot of the
frame, so that no data is lost. Thus no changdkddJE are required, and the detection of the
synchronization phase can be signalled either @Hglivia the X2 interface or implicitly by
listening in before starting to transmit PSS/SS§usaces. This thus may require control
information to be exchanged among femtocells anll thie macro if possible.

* No changes to the UE are required, as the modditabnly imply scheduling constraints.

5.4.4 Impact on Standards
No impact is foreseen on the standards.

5.5 Network Synchronisation (Internet-based + Master-Sdve Approach)

5.5.1 High-Level Approach

Two proposals are foreseen for synchronizing indeantocells. The first one allows femtocells to be
synchronized through the wired interface since ye¥##NB is connected to a wide-area network or the
Internet. For that the precision time protocol (PP NTP can be utilized. Key issues such as latenc
need nevertheless to be taken into account. Inséwend proposal, one of the indoor femtocells is
supposed to have a notion of UTC, hence femtocellsdcbe synchronized following a master-slave
approach in either single or multi-hop fashion [38]the former case, femtocells need to be withitge

of each other, whereas in the latter case, syncaton can be achieved using UEs that forward
synchronization information from the master to sléleNBs.

5.5.2 Benefits and Limitations

The benefits of the master-slave synchronizatiawpgsal are that in the case where the backhaul is
congested for one of the femtocell base stationgnatocell having a good notion of UTC would
exchange this information with neighbouring femtlscén a cooperative manner. This can be easily
carried out in the networked femtocell case. Thédticnop connection between HeNBs via one or more
UEs cannot be guaranteed since UEs are free to ioany location at any time. There also may be
periods when no UEs are present within the area.
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5.5.3 Impact on Architecture

The proposed synchronization algorithms can baezhout through the backhaul, as well as OTA in the
case when mobiles forward the synchronization métion to other neighbouring HeNBs.

5.5.4 Impact on Standards
No impact is foreseen on the standards.

5.6 Learning® (Variant 1: Coordinated by HeNB GW)

5.6.1 High-Level Approach

The proposal is based on mechanisms inspired fratugonary learning where there is a need for two-
ways information exchange among HeNBs, the HeNB GW possibly the LFGW, using the S1
interface [32]. By doing so, femtocells adapt thenategies, based on their instantaneous payotfs an
average payoffs of other femtocells. As a resalyring based mechanisms are key enablers for femto
to-macrocell interference mitigation. Finally, tletcome is a set of (optimal) power and frequency
discrete levels, satisfying cross-tier and possiohtier QoS constraints.

5.6.2 Benefits and Limitations

By exchanging information about the instantaneobgeaable rate for all femtocells to the correspogdi
HeNB-gateway, which in turn broadcasts the average of the whole population of femtocells? , ,
femtocells are able to optimize their strategiemn@mit power and frequency allocation) so as forave
their respective utilities. This however comesha price of signalling and possibly latency dughe
two-way communication between HeNBs and HeNB-GW.eNbat to circumvent the heavy signalling
induced by this semi-centralized SON method, tleharge of information can be carried out through th
backhaul.

5.6.3 Impact on Architecture

We make use of the already existing S1 interfacevdeen the HeNBs and HeNB-GW/LFGW for
information exchange.

5.6.4 Impact on Standards
There is no need for standardization.

5.7 Learning (Variant 2: Autonomous or Distributed between HeNBs and eNBSs)

5.7.1 High-Level Approach

The algorithm proposed aims at autonomous andildlisdd interference management and resource
allocation. The algorithm is based on Q-Learningich is a well-known machine learning approach for
self-organization and on-line learning of propedioaresource management parameters, based on the
state of the environment. For further details andlgorithm the reader is referred to [32].

5.7.2 Benefits and Limitations

The algorithm is able to self-organize and adagh&unexpected variations of the surrounding wael
environment, depending on multiple factors suchaetsvity of surrounding femto nodes, mobility of
macro users, lognormal shadowing, fast fading, nesoscheduling at the macro system. However, the
algorithm requires a feedback about the state efetvironment, which is translated into a feedback
about the interference perceived by the macro sysiEhe main limit of this approach is the slow
learning process. To improve this aspect, we hawegsed the docitive approach, according to which
more expert nodes are willing to exchange learmfagymation with less expert nodes.

3 The SON aspects of learning mechanisms (bothnaliahould be defined in more detail for D2.2.sT$tiould
include alignment with the definition of SON enablas supporting SON with measurements and inputsjot
actually executing a SON function in a specific vlilye controlling interference or resource allaoat either on a
slow or fast timescale)
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5.7.3 Impact on Architecture

The implementation of the proposed algorithm rezpiithe existence of X2 interface (or S1) between
eNB and HeNB. The latency of this interface shouddds low as possible. For simulation results,
reference values of 10ms on average are consid@idd. X2 interface is supposed to support the
exchange of bitmap information about quality ofvée of macro user, per resource block (RB). The X2
interface can be implemented either over the aiviced.

Finally, to exchange the learning information améemtocells, in order to improve the learning psse
also an interface among femto nodes should be deresi. This X2 interface does not require specific
latency requirements, and can be implemented bahtbe air and wired.

5.7.4 Impact on Standards

As already mentioned, the implementation of thiprapch would require the standardization of the X2
interface at least between eNB and HeNBs. The infaomabout the macro users exposed to strong
interference could be conveyed in the bitmap terd@anlink high interference indicator (DL-HII).

Finally, to support the docitive approach, whickexpected to speed up the learning process anavapr
precision, the approach relies on the X2 intertaoeng HeNBs.

5.8 Centralised Power Setting

5.8.1 High-Level Approach

This centralised power setting method allows aosgeographically co-localised HeNBs to jointly astju
their transmission power in case of co-channel ¢&@Bnmon or not between the HeNBs) deployment.
Based on the scheduling of standard downlink measemts (RSRP, RSSI) among the set of HeNBs and
their feedback, the LFGW derives the transmissiongy to be applied by each HeNB in order to reduce
their impact on the macrocell network while ensgraimme quality toward the HeNB users. The LFGW
could even command some femtocells to switch-ddirtradio if needed (for further details, see [38])

5.8.2 Benefits and Limitations

The proposed algorithm jointly adapts the transimispower of a set of CSG HeNBs which are close to
each other and operating on the same carriergitifsiantly reduces the outage encountered by the
macrocell users, while maintaining a good qualityransmission toward the HeNB users. The algorithm
does not require any UE feedback, which is an adggnas well as a limitation. Indeed, power setting
will be applied no matter if one macrocell useinishe vicinity or not of the femtocells.

5.8.3 Impact on Architecture

The use of the BeFEMTO LFGW as a central unit perfing the resolution is straightforward. On the

contrary to the HeNB-GW which deals with hundrefi$ieNBs not necessarily co-located, the LFGW

will derive the transmission powers of a reducedo$édeNBs which can have an impact on each other.
To trigger and gather the measurements necessdhe talgorithm, a new interface should be defined
between the HeNBs and the LFGW (interface Ps).

5.8.4 Impact on Standards

No standardisation change is required for the LFteWend the new transmission power (interface Type
1C could be used to set the transmission power, thétluse of vendor specific fields to deal withioad
switch-off/on). Interface Ps used to convey the sueaments order coming from the LFGW and the
measurements results coming from the HeNBs coufutdygrietary.
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6. Routing and Forwarding Functions

6.1 Routing (Variant 1: Centralized Routing)

6.1.1 High-Level Approach

The centralized routing approach has the goal tfraging the paths on which user traffic is forwadd
through the local femtocell network between twoegivend points (LFGWs, HeNBs, local services). It is
designed under the assumption that the local feslitnetwork is a switched Ethernet LAN, typicallf o
mesh topology.

In the centralized approach, a routing controllerction discovers the switches within the LAN, stgis
with them to obtain topology and link capacity infation and then subscribes to link (and thus
topology) change events. When it detects new malsler traffic flows, it (re-)routes the new (and
potentially also the existing) flows and potengiallpdates the forwarding tables within the switches
accordingly. Traffic is not forwarded merely on tthestination IP address of the S1 interface’s oliRer
header, but on a flow identifier to enable traffirmyineering (see [30] Setion 2.1 for details).

New flows can be detected through measurementsdéaity they would be detected by tapping into the
S1-MME interface. For this reason, the routing odliér is located on the LFGW that performs such
tapping of the S1 also for other purpose, e.gmgément local mobility management and breakout.

6.1.2 Benefits and Limitations

The benefits of this centralized approach areithratnimizes the requirements on the traffic rogtand
forwarding (TRF) elements and enables a simpleremphtation of failover and redundancy as well as
of the protocol itself. It should also keep thewarding paths for each bearer relatively stable. (t.
forwards all IP packets of the same bearer oversttmee path), thus keeping the amount of introduced
jitter low.

A limitation of this approach is that it installsrivarding state within the network and thus doetssnale
well if link capacities or the network topology ciwgge frequently, as can be the case with a wiretesh
backhaul between HeNBs.

6.1.3 Impact on Architecture

An optional but highly useful change to the EPShiaecture is the introduction of a new functional

entity, the LFGW, on the S1-MME and S1-U interfabesween the HeNBs and the EPC’s MME and S-
GW, respectively. Access to the S1-MME interfaceesded for routing to obtain information about the
installed bearers and their QoS requirements. IRGW would then host the routing controller funetio

With respect to the transport architecture, the TRIEs routers or L2/L3 switches) within the local
network need to provide some interface allowingriiging controller to obtain status and perfornenc
information from the TRFs:

« Over this interface, generically called Rt, the mgitcontroller on the LFGW registers with each
TRF, obtains link state information and update eveartd modifies the forwarding tables and
procedures.

No changes are necessary to the HeNB node arahigeatxcept for if the HeNB itself contains TRF
functionality, in which case it needs to implemth# Rt interface as well.

There are no requirements on the functionalityesfggmance of the interfaces to other entities.

6.1.4 Impact on Standards

The proposed solution does not require changebe@BGPP standards and can be implemented in a
proprietary manner.

6.2 Routing (Variant 2: Distributed Routing)

6.2.1 High-Level Approach

The distributed routing approach is designed taatpen large-scale all-wireless networks of feretisc
The approach is to distribute resource consumg@®much as possible throughout all the nodes in the
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network when needed, i.e., when the network loaceases. In this way, all the nodes are evenlyedad
and we can obtain the most out of the multi-hopeless network in terms of throughput and delay.

The proposed scheme is called DiPUMP, which stéord®rwarDIng of Packets for distribUted resource
consuMPtion. DIPUMP attains the above goal by mgkorwarding decisions on a per-packet basis
based on local information and that is acquirednfreeighbors by means of HELLO packet exchanges
[30]. DIPUMP take decisions based on 1-hop queungtle and local geographic information. Queue
length information is used to determine the degfdead balancing, and 1-hop geographic informaison
used to reach the intended destination. On the b#red, the framework in which the routing protoisol
built allows extending the routing decision withms® additional information such as interference lleve
With the help of some auxiliary parameters and ghevious information, DiIiPUMP builds a virtual
gradient towards the destination, which allows g#€ko reach any potential destination. Howeveeth

is no clear sense of path. In fact, depending on,rfstance, the load of links or the distancehe t
destination the path followed by each packet ofgame flow would be different. In this way, network
resources are evenly consumed throughout all tldesién the network. Despite the variety of paths
followed, preliminary evaluations show that the fpamance of the protocol is better in terms of
throughput, delay, and fairness than state-of-thedastributed routing protocols applied in similar
scenarios. Additionally, the distributed routingpfmrcol has been extensively evaluated for the kplin
downlink and local routing use cases in [31].

Scale is attained by means of three main desigisidas, namely distributed operation, statelessraass
minimum overhead sent over the air. Statelessrseatidined by taking forwarding decisions on a per-
packet basis as a function of queue lengths (baskpre) and geographic information. Besides, thg onl
control overhead sent through the network is thiddlBLLO packets. Since there is no concept of path,
there is no need to maintain path state througtih@uhetwork, hence avoiding the associated overhead

6.2.2 Benefits and Limitations

The main benefit of DIPUMP is that it has been giesd to operate in large-scale all-wireless netaork
of femtocells, i.e., in scenarios that serve afdEs connected to a lot of HeNBs, and in whickdiare
highly dynamic. This may enable large-scale deplkyts with reduced CAPEX and OPEX.

However, the distributed operation entails somatéitions, like the difficulty to enforce fine-grad
traffic engineering rules. What DiPUMP mainly taige terms of performance is to optimize the globa
operation of the network, whilst being conscioushs per-flow requirements. Further evaluations are
required in this respect.

6.2.3 Impact on Architecture

DIPUMP is located at layer 2.5, just below the diydr and just above the MAC layer, which is the laye
that handles packet carrying geographic informatiothe packet header. However, the introduction of
this new layer does not modify the operation ofghbburing layers, since the interface is respected.
Therefore, regular 3GPP procedures at the radiganktlayer are not modified; hence no modificatisn
needed to the EPS architecture. Nevertheless,ntineduction of the LFGW is quite convenient to
efficiently serve the network of femtocells. Indtdense, the same comments as for centralizechgouti
apply (section 6.1.3) analogously.

In all-wireless networks of femtocells to which DIFIP is applied, each HeNB (and the LFGW)
becomes a TRF. TRFs exchange HELLO packets with teéghbors, in which they carry information
such as queue length or geographic position. Timessages are exchanged through the Rt interface.

6.2.4 Impact on Standards

The proposed solution does not require changebe@BGPP standards and can be implemented in a
proprietary manner.
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7. Mobility Management and Local Breakout Functions

7.1 Local Mobility (Base Solution: Centralized LocationManagement)

7.1.1 High-Level Approach

To enable local mobility management, a new funeti@mtity, the Local Femtocell GateWay (LFGW), is
introduced within the femtocell network. It contaifunctional blocks that tap into the S1-MME and S1
U interfaces between the MME/S-GW and the HeNBsheffemtocell network, allowing access to the
mobility signalling and bearer information as waedl redirection of data traffic in a way that ismBparent

to the EPC and thus may not require any changdset&PC. It also contains the L-GW, a local P-GW,
which constitutes the central local breakout puwiith full mobility support for LIPA and SIPTO sessis
within the femtocell network. By adding a new ingeré between the L-GW and the EPC’s P-GW, this
mobility is extended to/from the outside of the feoell network (see [30] Section 3.1 for more dsjai

7.1.2 Benefits and Limitations

The benefits of this centralized approach are ithedn keep mobility-related signalling traffic atatal
communication completely local to the femtocellwtk, thereby offloading the backhaul connection to
the EPC and the EPC itself. By centralizing the bratkoint instead of keeping it distributed over the
femtocells, it enables full breakout traffic motli (inter-HeNB handover, hand-in, hand-out,
(re-)establishment of breakout sessions from theronaetwork). Finally, no or only minimal changese a
expected to the EPC (apart from the optional Snatatface, see section 2.1.3) or to the HeNBs.

The limitations of this approach are that it celites the location information of UEs. As a conssage,

for extremely large femtocell networks, there migbta need to deploy multiple LFGWs. Furthermore,
direct traffic forwarding between HeNBs without faxding traffic via the LFGW, which would further
increase forwarding efficiency in the local networtould also require additional functionality withihe
HeNBs.

7.1.3 Impact on Architecture

The necessary changes to the EPS architecturbeanettoduction of a new functional entity, the L\WWG
on the S1 interface between EPC and HeNBs. To obidimobility support for breakout traffic (e.g.
hand-in and hand-out), an additional S-rat interfiacthe EPC’s P-GW may be introduced.

The following information is exchanged with othan€tional entities:

e Over the S1-MME interface towards the HeNBs, th&WW exchanges standard mobility-related
signalling messages.

e Over the S1-MME interface towards the MME, the LFG¥tchanges standard mobility-related
signalling messages, but only for hand-ins and fard of UEs.

¢ Over the S1-U interface towards the HeNBs, the LF&hanges both breakout and non-breakout
UE data plane traffic.

e Over the S1-U interface towards the S-GW, the LF@x¢hanges non-breakout UE data plane
traffic.

¢ Over the optional S-rat interface towards the P-Gh&, LFGW sends a dummy packet to trigger
paging within the macro network for local traffiestined for the UE, and it exchanges local
breakout traffic to the P-GW while the UE is in thacro network.

< Over the SGi interface, the LFGW exchanges LIPA SHRITO traffic with the local network.
No changes are necessary to the transport aralrigect
No changes are necessary to the HeNB node archigectu

There are no additional requirements on the funetity or performance of the interfaces to other
entities.
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7.1.4 Impact on Standards

As the LFGW transparently inserts into the S1 fate® and only requires a certain support from the
HeMS, no changes to 3GPP standards are expectptafiodocal mobility management.

The need for a LFGW-like entity to optimize meditoalarge femtocell network deployments has
already been identified by the Femto Forum.

Support for centralizing the local breakout pofior LIPA and SIPTO traffic) is already under dissios
within the 3GPP and foreseen for Rel-11.

Support for service continuity for breakout trafficand-in, hand-out, (re-)establishment from macro)
would require standardization of the S-rat intezfa8uch an interface has been previously proposed a

is under discussion within 3GPP. Within the Fembouim, support for such a solution has already been
identified.

7.2 Local Mobility (Enhanced Solution: Distributed Location Management)

7.2.1 High-Level Approach

The distributed location management approach pexpas BeFEMTO is based on previous work on a
scheme called VIMLOC (standing for Virtual home mgMulti-hash LOCation service). VIMLOC was
initially conceived for large-scale wireless megtwork deployments and it is adapted in BeFEMTO to
operate in large-scale all-wireless networks ofttaralls. It is in charge of mapping between a peena
identifier of a UE (e.g., S-TMSI, IMSI) and the &ion of that UE in the network (e.g., physicaldton

of the HeNB serving the UE).

This approach uses the solution described in Sedtié as a basis to obtain access to the mobility
signalling and data plane of the S1 interface angrovide centralized LIPA and SIPTO. However, it
enhances it by distributing the local location ngaraent over the LFGW and all HeNBs within the
network of femtocells in order to enhance the dikitg of the local mobility management. Therefotiee
scope of operation of this scheme is the networkeoftocells and its goal is to reduce the impact of
location management signalling on the operatiothefunderlying all-wireless transport network witho
modifying any 3GPP procedure. It is deployed aeta®.5, and VIMLOC messages are carried over
geographic packets.

The approach is to detect relevant 3GPP locationagement messages and, based on them, to trigger
equivalent local location management proceduret lihge been designed to operate more efficiently
over an all-wireless network. In this sense, thame enhancements that aim to reduce the overhead
generated by the solution by restricting the messagnt through the wireless medium in broaddast-li
operations, yet offering a good performance. ThHees® is made reliable by replicating parts of the
location database of the local network multiplegsnthroughout the network. Furthermore, VIMLOC
(and its adaptation to BeFEMTO) derives much o$dslability from appropriately exploiting geographi
information. This work is described in [30].

On top of this, we propose a 3GPP-compliant segj&pized Tracking Area List mechanism in order to
achieve an optimal location update vs. paging diiggaratio for each UE. This scheme is especially
adequate for large-scale networks of femtocellsrethandovers and cell reselections are more fréque
than in macrocell deployments. In addition, thepmsed mechanism is fully compliant with 3GPP
Technical Specifications, which facilitates its leqentation in a commercial scenario. This work is
described in [31].

7.2.2 Benefits and Limitations

The benefits are the same as with the base apprbathadditionally, the impact of broadcast-like
location management procedures over the underbfingireless network of femtocells is reduced, heenc
making the solution more scalable.

The limitations of this approach are that they reguninor modifications to the HeNBs (insertion of
layer 2.5). However, the rest of layers and proocesikeep on working in the same way, since integfac
are respected.

7.2.3 Impact on Architecture

Like the base approach, but additionally, a newctional block, the local location management, is
introduced within all HeNBs of the femtocell netkoiThis new block is introduced in the transport
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network layer; hence regular 3GPP location managepr@cedures operating at the radio network layer
are not affected. Therefore, the EPS architectun®i modified.

The following information is additionally exchangefith other functional entities:

¢ Over the Lm interface between the LFGW and the He&iBwell as between the HeNBs, messages
to maintain the distributed local location managenieformation are exchanged.

There are no additional requirements on the funetity or performance of the interfaces to other
entities.

7.2.4 Impact on Standards

Like the base approach, apart from the Lm inter{see section 2.2.3) and the extensions to the HeNBs
which could likely be implemented in a proprietamgnner.

7.3 Hand-in and Hand-out Optimizations

7.3.1 High-Level Approach

The proposed scheme enables fast radio link failecevery for hand-in and hand-out mobility. The
handover failure may frequently occur when a molsilenoving from an eNB to a HeNB or vice versa
due to the large handover preparation delay overltiternet backhaul, the rapid signal degradation
resulting from the wall loss and the co-channekrigrence. A UE-based forward handover with
predictive context transfer is proposed to allow ktrt RRC connection re-establishment procedure
quickly without waiting for the completion of hanggr preparation at the target cell. Meanwhile, on
detection of a failure, the source cell can semdUk’s context to the potential target cells acouydo

the prediction based on the latest received meammereport. The session can be resumed when the UE
successfully establishes the connection with a cgllhvand that cell receives the UE’s context. THE
context is fetched from the source cell to the el as a fallback if it is not received within artain
amount of time. The work is described in detail§3if].

7.3.2 Benefits and Limitations

By applying the proposed scheme, the service iniéom time in case of handover failures can be
significantly reduced compared to the current 3@Rizedure. The general latency requirement of real-
time traffic (150 ms) can be met even when a haedéailure occurs. However, to apply the proposed
scheme the base stations (both eNB and HeNB) neleel tpgraded to enable fast detection of the radio
link failures for each UE and context fetch cagabilAlso, the proposed scheme does not consider th
admission control at potential target cells andsthill not work effectively when the cells are hiéav
loaded.

7.3.3 Impact on Architecture

To apply the proposed scheme, the base statiols @B and HeNB) need to be upgraded. The base
station should be able to fast detect the radiofilure for each UE. A simple approach can bedont

the number of consecutive transmission failuresthe UE but the implementation is left to
manufacturers’ discretion. A context fetch sigmajlimechanism is also needed in case of no UE'’s
context available at the new cell. After the UEamitted by a new cell, if the UE’s context is not
received within certain time, the new cell will sea context fetch request to the source cell tchf¢te
UE’s context. No changes are required at core mésv®o changes are required at UEs.

7.3.4 Impact on Standards

The standard interfaces (S1 in the current releassnhanced X2 to be introduced in Rel-11) between
eNB and HeNB can be utilized for predictive conteahsfer and context fetch. However, standardization
is needed to define the requirements of radio faikire detection at base stations and the corigdh
message.

7.4 Traffic-Forwarding-based Mobility Management

7.4.1 High-Level Approach

Frequent handover among femtocells may cause &ignifsignalling cost to the core network for data
path switch operations. Two local mobility managatrechemes for networked femtocells based on X2
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traffic forwarding are proposed. Instead of switchithe data path after each handover, the target
femtocell can use the local path between the posveerving femtocell and itself for ongoing session
communications without sending the path switch estjto the core network entities. A traffic forwiagl
chain will be established from the original locakhor point to the current serving femtocell. Sitioe
local traffic forwarding may increase the end-t@tetommunication latency and consume the local
resource, a threshold of the forwarding chain sthde defined to balance the trade-off between #tke p
switch cost and traffic forwarding cost. The fisstheme, namelyfraffic Forwarding with Cascading
Path (TF_CP), cascades the target femtocell to the pusvsource femtocell via the local path after a
handover. The second scheme, namedffic Forwarding with Shortest Path (TF_SP), implements local
path switch if the target femtocell has a shorthpo the original local anchor point than thecealing
path. To adapt to the self-deployment nature off¢hetocells, fast session recovery mechanismsisoe a
proposed to deal with the unavailability of a fordiag node when it is switched off or failed. Therk

is described in details in [31].

7.4.2 Benefits and Limitations

Remarkable signalling cost saving can be achievatpaced to the 3GPP scheme with reasonable extra
data delivery cost, especially when the core pailch cost and the mobility rates are high. In jgaiar,

the TF_SP scheme has less signalling cost andleartibre data delivery cost than the TF_CP scheme
when the threshold of the forwarding chain is smdfile it has more signalling cost and less data

delivery cost when the threshold is large. In addijt both schemes can recover the communication

session within a short period and only incur liditgacket loss in case that a HeNB on the forwarding

chain is switched off or failed. The proposed schgrare transparent to the EPC and the UEs and no
upgrade is required from either side.

The limitations of this work are that the modificet to the HeNB node is required to implement the
proposed schemes and the local traffic exchangebaayreatly increased compared to the 3GPP scheme
which may burden the processing load of the loealork.

7.4.3 Impact on Architecture

The mobility management module in HeNB nodes needbet changed to implement the proposed
schemes and the X2 interface will be intensivelgdufor local traffic forwarding. The data forwardin
mechanism has already been included in 3GPP faleles handover during the handover process.
Therefore, there is no extra functionality needé¢odefined over the X2 interface. However, theiongb
data forwarding is only used for the very shortadion during the handover while the proposed sclseme
use the X2 even after handover until the forwardihain is reset.

7.4.4 Impact on Standards

Standardization is required from 3GPP to definemioglified handover procedure. There is no ongoing
discussion of related work in 3GPP at this moment.

7.5 Mobile Relays

7.5.1 High-Level Approach

Relay is one of the new key features that has beénedi in 3GPP LTE-Advanced (3GPP Rel' 10). Up
to now, 3GPP LTE-A have considered only non-moffibeed) relaying when the Relay Node (RN) is
connected to Donor eNB (DeNB) by means of a modifiegion of the E-UTRA radio interface (the Un
interface) and becomes a part of the fixed accetsgank.

In the report 3GPP TR 36.806 [35], it is concludeat the architecture Alternative 2 (proxy S1/X2¥ ha
more benefits in compare with other three alteweatiand it is selected as the baseline architefbure
Rel'10. But, the conclusion was done keeping in ntimel fixed relay. In the context of Mobile Relay
Node (MRN) the other alternatives considered in [35) have more advantages.

For this reason, the 3GPP fixed relay architectlternatives presented in [35] are re-analysed for
enabling MRN ([31], Section 3.5). In particular, nilelrelay architectures based on these alternatives
proposed and mobile relay handover procedureshieset architectures are described for comparative
analysis. The latency analysis related to the MRhdbaer procedure for the mobile relay architectures
is performed.

It was observed as a result of this study thatrfobile relay moving from Source-DeNB to Target-DeNB
the architecture Alternative 1 (a full L3 relay)nmre preferable than other architecture altereativ

Page 46 (54)



B& en@ D2.2 1.0

7.5.2 Benefits and Limitations

In contrast to other alternatives, the architectiiternative 1 supposes the stable IP anchor p@nt
GWI/P-GW) supporting IP connectivity for MRN. As agsience, mobile relay architecture based on the
Alternative 1 has the following benefits: it doest nequire the time-consuming relay re-attach pidace
when backhaul link is re-established to T-DeNB drthndles interworking between the MRN and OAM
without connectivity interruption that is cruciadsue for normal operating conditions of the MRN.
Moreover, the MRN handover procedure for this aesiure does not require the downlink data path
switches related to different S-GWs/MMEs servingsUR this sense, group mobility for UEs attacheed t
the MRN is supported when the MRN moves from S-DedlB-DeNB.

The limitation of the architecture Alternative 1tizat it is not appropriate for a fixed relay netiwo
because of unnecessary back and forth traffic fatimg (as well as signalling exchanges) that Ieads
large latency, especially when a UE under a fixedirkes a handover to an eNB.

7.5.3 Impact on Architecture

Mobile relay architecture based on the Alternafiveupposes full-L3 relay that is transparent foNBe
The P-GW of the MRN needs to perform the UE beaseMRN bearer mapping according to packet
filtering rules (based on a DiffServ codepointtie DS field of the IP header of the GTP IP packets

by the S-GW/P-GW serving UE). That is, EPS beavédifferent UEs attached to the MRN with similar
QoS (new SDF filter is required) are mapped intoghme MRN bearer [35].

7.5.4 Impact on Standards

It is concluded as a result of this study that d@inehitecture Altl has more benefits for mobile yela
handling then other architecture alternatives aad loe proposed as baseline architecture in a mobile
relay network.

7.6 Mobile HeNBs / HeNBs with Wireless Backhaul

7.6.1 High-Level Approach

Unlike the Mobile Relay approach, the Mobile HeNBQJ, Section 3.5) works in an overlay manner.
The idea is to equip normal HeNBs with one or monebass IP backhauls to the HeNB GW of the
mobile operator issuing the Mobile HeNB. If the MelHeNB has more than one wireless IP backhaul,
the physical backhauls are aggregated into onedbdiackhaul connection and traffic is intelliggntl
load-balanced over the physical backhauls deperatirthe current backhaul links’ quality.

7.6.2 Benefits and Limitations

The benefit of the Mobile HeNB approach comparedhi® Mobile Relay approach is that multiple
wireless backhaul links can be used concurrenthgs€ backhaul links do not need to be from the lmobi
operator issuing the Mobile HeNB. It does not eliame to be a 3GPP mobile access link providing the
backhauling, but any wireless backhaul, even W#sda or proprietary ones, could be used.

The main limitation of this approach is that thete HeNB is not as tightly integrated into the 3&GP
network as the Mobile Relay. The latter can, thécally, use the X2 interface to perform interferenc
management with the (Donor) eNBs and other MobileajgelThe benefits of this versus the signalling
overhead (over the air!) as well as the questiorh@fv to quickly discover and update neighbour
relationships between Mobile Relay and Donor eNBs tandgeconfigure the X2 interfaces accordingly
requires further study.

Another potential limitation of this approach mag & slightly higher overhead compared to Mobile
Relays, but this depends strongly on the employetbpols and may be negligible in practice.

7.6.3 Impact on Architecture

As this approach works in an overlay manner, theaich to the architecture is small: The HeNB should
be multi-homing enabled and needs facilities to snea backhaul quality, to load-balance over mudtipl
backhaul links and to re-establish backhaul linksase of connection losses. Furthermore, the HeNB
GW of the Mobile Operators needs to have suppoiifigbile HeNBs.
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7.6.4 Impact on Standards
There is no impact on standards to be expectdtieagobile HeNB works in an overlay manner over the
existing 3GPP EPS architecture.
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8. Security Functions

8.1 Loose-coupled Subscriber Authentication

8.1.1 High-Level Approach

A new procedure is defined for the Access Netwarkorder to perform the authentication for the
femtocell subscriber. The solution proposed reé$ethe subscriber credentials stored in an UICC card
inserted in the Broadband Access Router/Femtocellt@ggers the EAP/AKA authentication procedure
that identifies the Femtocell subscriber towarasRER TH backhaul (see [31] for further details).

8.1.2 Benefits and Limitations

The main benefit of this solution is the capability decouple the authentication procedure from the
configuration of the physical elements locatedhea &ccess network, enabling a real time configumati
and speeding up the delivery of new services tautex. This solution also allows service mobilitye
insertion of a UICC card in another Broadband Acdesster/Femtocell will trigger the authentication
procedure configuring the Access Network identical if the subscriber were at home.

The limitation of this solution is that it cannog lintegrated within current femtocells since theyn'd
support a UICC card reader.

8.1.3 Impact on Architecture

The proposed solution requires that the entity eoted to the fixed access network have a smart-card
reader, which implies a change to the HeNB architectin the standalone femtocell case) or the LFGW
architecture (for the networked femtocell casealdb requires the ability to support EAP/AKA prodts

in order to exchange the authentication messagéstié Access Network. No more changes are needed
either within the BeFEMTO Transport Network or theFBMTO EPS architecture.

8.1.4 Impact on Standards

The solution proposed is based in current standésdenplementation is standards-based, and rtbdur
standardisation efforts are needed.
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9. Network Management Functions

9.1 Energy Management for Enterprise Femtocell Networks

9.1.1 High-Level Approach

BeFEMTO’s Energy Management Function for Enterpksentocell Networks is (typically) located on
the LFGW and controls the power saving state ohdamtocell within the enterprise in order to power
down femtocells when no user is nearby and to pdtem back up on demand. The proposed strategy
for controlling the power saving state relies opgance detection triggers from the femtocells. &hes
triggers are, for example, a user entering a cedata / passing a given guard femtocell. The Bnerg
Management Function then retrieves that user’'s mewe profile, which has been created using machine
learning, and powers up femtocells along the ptedigpath in a just-in-time manner. The proposed
strategy considers the trade-off between the defptitie power saving state and the time-to-operafon
details, the reader is referred to [31].

9.1.2 Benefits and Limitations

The benefits of a movement profile based approaehtet amortized energy savings are significantly
higher than with a time-based energy managemembapip.

A limitation, of course, is that the prediction acacy determines the amount of energy saving -her t
risk of connection loss in case that a miss-preghicictivates a femtocell too late.

9.1.3 Impact on Architecture

The proposed solution requires the Energy Managefamctionality, which would typically be located

on the LFGW, but could also be located in the operaetwork or distributed across Enterprise
Femtocells. The Energy Management Functionalitydeesupport for powering HeNBs up (e.g. via
Wake-on-LAN) and down. Ideally, the HeNBs provide ttapability of more fine-granular power saving
modes that trade off power savings with time-torapen. Furthermore, the Energy Management
Function needs to have access to a Radio Environiept This map could be created using the
“Minimization of Drive Testing” SON functionality.

9.1.4 Impact on Standards

The required presence detection and user idenidicaan be performed by the LFGW, which inserts
itself into the S1 interface, without change imsiard. Wake-on-LAN for remotely powering up network
devices has been standardized by the IEEE. Thefdnée for controlling power saving states of the
femtocell would ideally be standardized within 3GRRt can also be implemented in a proprietary
manner.

9.2 Fault Diagnosis

9.2.1 High-Level Approach

Fault Diagnosis in BeFEMTO focuses on the enterpigsetocell network scenario. In this scenario
several network domains (femtocell network, accestvork, mobile core ...) cooperate to provide
connectivity services to customers. Therefore, eoajon between these domains is needed in order to
reach a valid diagnosis. However, in many casebll@nos can be resolved in the femtocell networks thu
avoiding the use of management resources from ditraains. Moreover, this approach is more scalable
and flexible, facilitating the operation of entagerfemtocell networks.

Since Fault Diagnosis must be locally executedha femtocell network, the preferred approach is to
have it hosted in the LFGW. Status information frima different HeNBs, other relevant devices and the
LFGW itself will be used in the diagnosis procéssluding information from the enterprise IP-netor

Fault Diagnosis in BeFEMTO relies on the applicatidrprobabilistic inference, in particular Bayesian
Networks. This approach allows dealing with nornedetinistic scenarios where not all status infororati
is available due to, for example, lack of visilyilietween different network domains (see [31] fotHer
detalils).
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9.2.2 Benefits and Limitations

As already mentioned, the main benefits of the psed approach are related to the increased sdgabil
and flexibility obtained. Service problems whicmdae solved locally will not be communicated to the
mobile network operator unless necessary. Besiadg relevant alarms would be propagated to relevant
domains. Nevertheless, the mobile network operataid have the possibility to influence the behavio

of the Fault Diagnosis module by specifying appiatermanagement policies.

However, this solution heavily relies on the aMaility of a LFGW which is currently not the case in
actual deployments of femtocell networks. Anotmapartant limitation is the lack of support by verslo
of standardised interfaces to access HeNB statusniation, which is currently based mainly on
proprietary solutions.

9.2.3 Impact on Architecture

Apart from the introduction of the LFGW, no majdramges to the architecture are expected. However,
the availability of Fault Diagnosis components they domains than the femtocell network may require
further analysis in terms of impact on the cun@®@PP management architecture.

9.2.4 Impact on Standards

[25] proposes the use of Broadband Forum TR-069fate for alarm propagation between the HeNB
and the HeMS. Since BeFEMTO introduces an additionahagement layer hosted by the LFGW,
appropriate updates and extensions to this stamdaydbe necessary. In particular, propagation it fa
information between different network domains netedbe studied, taking care that only relevanttfaul
information is propagated according to the polidgneplace.
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10. Conclusion

This deliverable D2.2 introduced the BeFEMTO Systemrhitecture and its four sub-architectures: the
BeFEMTO Evolved Packet System (EPS) Architecture,BRFEMTO Transport Network Architecture,
the BeFEMTO HeNB Node Architecture, and the BeFEMTOGUF Node Architecture. It further
provided an overview of the concepts and innovatioarrently under investigation and development
within BeFEMTO with a focus on studying their impamt the system architecture as well as on
standardization.

One goal of this work has been to identify how et approaches to the same functionality diffier i
their architecture impact. For example, BeFEMTO igsich number of different Radio Resource and
Interference Management (RRIM) schemes. While thekerses are partially different with respect to
their operational goals (e.g. considering enerdigiefcy) and hardware assumptions (e.g. assuming
CoMP support), their main difference from an arattitee point of view is how many functional entities
and interfaces need to be modified to implemergdtsehemes.

Concretely, there are RRIM schemes that merely relpecally inferable solution and thus do not require
an information exchange with other entities. Otbeliemes need communication between HeNBs, still
others require communication with eNBs. The add@iaomplexity in terms of architecture potentially
leads to higher system efficiencies, but also higheordination and communication overhead.
Furthermore, it may reduce a scheme’s chances dg-gpread adoption and thus of having an impact.
Identifying these trade-offs and making them expii the first step in studying their qualitatiead
quantitative benefits and limitations.

Apart from this example for RRIM, similar trade-offan be found for other functions like local molilit
management and routing.
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