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1 Introduction

This deliverable represents the combined state of the art for work packages WP2, WP3, WP4, and WP5
of the MICO project. Its main objective is to provide the persons working on models and components in
later phases of the project with a single entry point to lookup relevant conceptual background as well as
concrete technologies as needed while implementing the generic MICO framework and particularly the
two use cases. For this reason, the areas covered by this document have been carefully selected in ac-
cordance with the requirements gathering in work packages WP7 and WP8, and the system architecture
in WP6.

To summarize, the Zooniverse use case in WP7 will be mostly concerned with “object detection”
and specifically “animal detection” in the Snapshot Serengeti1 (SC-16), Plankton Portal2 (SC-10) and
Galaxy Zoo3 (SC-14) projects projects, while the IO10 use case in WP8 will address quality assessment
and annotation of commercial news video content (SC-02) and music content (SC-01). The reader is
referred to deliverables D7.1.1 and D8.1.1 for more details on the use cases. As the detailed requirements
gathering is not fully completed, this deliverable opens paths to different approaches in most areas, and
is therefore very extensive. However, throughout the deliverable there are many references pointing to
the relevance to one or both of these use cases.

Since the deliverable is a joint work of several work packages, we structured it mainly according to
the tasks defined in the MICO Description of Work:

• Section 2 (Cross-Media Analysis) gives a thorough introduction into different approaches to
analysing and extracting knowledge from media content and is the main outcome of work package
WP2. In particular, it describes how analysis results are typically represented for further process-
ing, it summarizes typical approaches to text analysis and extraction, and gives an overview over
audio-visual analysis. Since the area is very broad and highly dependent on the actual domain,
specific focus has been given to “animal detection” and A/V quality assessment, as these are the
main topics of the two use cases.

• Section 3 (Metadata Publishing) is specifically concerned with the question how media content
can be annotated, how analysis services can be described and how to represent trust and prove-
nance in the context of analysis metadata and annotations. Since the MICO project is mostly
concerned with Web content, the state of the art in this section focusses mainly on Semantic Web
technologies to achieve these purposes. This section is the main outcome of work package WP3.

• Section 4 (Multimedia Querying) summarizes approaches for multimedia querying. It first gives
an overview over different multimedia query languages that have been developed in the context
of relational and semi-structured databases. In accordance with Section 3, it then describes the
Semantic Web query language SPARQL and its extension mechanism, serving as the foundation
for the MICO multimedia query language. This section is the main outcome of work package
WP4.

• Section 5 (Multimedia Recommendations) investigates how to use the results from cross-media
analysis, metadata publishing and multimedia querying for recommendations. It gives a summary
of different approaches for recommender systems and specifically highlights those approaches
that might be useful for the two use cases. This section is the main outcome of work package
WP5.

1http://www.snapshotserengeti.org/
2http://www.planktonportal.org/
3http://www.galaxyzoo.org/
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• Section 6 (Implementations) finally gives a comprehensive list of concrete implementations that
are available for many of the conceptual approaches described in the four main sections. It can
serve as a reference for quickly looking up candidate technologies when needed.

Note that while these Sections follow mostly the respective work packages, the different areas have
influenced each other significantly through the collaborative editing of the joint deliverable. As most
authors have also participated in the requirements analysis in work packages WP7 and WP8, the tech-
nologies and approaches described here should be of high relevance to the upcoming work in the MICO
project.

Acknowledgements. Many different authors from all partners have contributed to this document.
Since the list is very long, only the work package coordinators have been listed on the title page as
those persons who are primarily responsible for the document. The individual authors in alphabetic
order are: Jakob Abeßer (FhG), Patrick Aichroth (FhG), Suna Bensch (UMU), Emanuel Berndl (UP),
Martin Berglund (UMU), Henrik Björklund (UMU), Johanna Björklund (UMU), Rafa Haro (Zaizi),
Thomas Köllmer (FhG), Uwe Kühhirt (FhG), Thomas Kurz (SRFG), Alexander Loos (FhG), Grant
Miller (UOX), Ronny Paduschek (FhG), Sebastian Schaffert (SRFG), Florian Stegmaier (UP), Christian
Weigel (FhG). In each Section we have also added a small header indicating who was the main author.
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2 Cross-Media Analysis

D2.1.1 Cross-media Analysis summarizes the state-of-the-art on cross-media extraction and identifies
selected OSS and proprietary extractor implementations that can be used within the project.

In order to achieve this, the following topics are covered:

• High-level descriptions for all media content types, which are necessary to provide a baseline
representation for all resources.

• Text Analysis, which covers all relevant topics related to the analysis of textual content

• Interactive Learning of Extractors, being especially relevant for textual extractors within the con-
text of several Zooniverse showcases.

• Audio-visual Analysis, which covers all relevant topics related to the analysis of image, video and
audio content.

• A brief conclusion, which includes the notion of the potential (and importance) of cross-modal
approaches for improved accuracy and robustness, one of the key aspects within MICO.

The size and level of detail of the chapters on texual and audio-visual extratctors will thereby also
reflect the priorities of the showcases described in D7.1.1 and D8.1.1: The most important showcases
for Zooniverse, namely SC-16 (Snapshot Serengeti), SC-14 (Galaxy Zoo), and SC-10 (Plankton Portal)
imply relevance especially for object and animal detection, species classification, with low-level feature
extraction serving as a basis for several other visual analysis approaches. The two showcases for Inside-
Out, SC-02 (News Videos) and SC-01 (Music), imply specific relevance for face recongition and music
analysis. Texual analysis will be relevant across the board, as almost all showcases will provide relevant
material, and the same goes for temporal video segmentation, and A/V error detection, which can serve
as universal tools to segment, rank and filter audio-visual material for improved navigation and better
user experience.

2.1 High-Level Representation of Media Content

Multimedia extraction is the process of analyzing and extracting information from multiple media re-
sources such as text, audio, video, and images [May12a]. Analysis and information extraction from
single media resources (e.g text, audio, image, video, social media) are well-studied fields and provide
relatively successful tools and techniques. A history and state of the art of (multi-)media information
extraction can be found in [May12b].

The breadth of possible types of resources makes it necessary to choose a flexible baseline repre-
sentation. As logical reasoning across this representation is necessary it is appropriate to choose some
discretized symbolic representation, but beyond that restrictions must be made only with great care.
In the literature a variety of representations are used, strings and trees being common, but it stands to
reason that when representing e.g. all relevant aspects of a two-dimensional image (e.g. neighborhood
relations) in a string is necessarily difficult and artificial. As such state of the art systems often employ
graphs (see e.g. the section on IRIS [HKH99, HKKZ95] below). Graphs not only allow for great mod-
eling flexibility, but also include all relevant simpler representations as subclasses (i.e. strings and trees
are graphs, and edge-less graphs permit simplistic sets of properties).
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2.1.1 Graph Grammars for Complex Media Representation

Responsible partner / Author: UMU / Suna Bensch
Related Technology Enablers: TE-408

Grammars and their associated derivation trees have been used traditionally for syntactic and se-
mantic analysis of natural language sentences or text. The syntactic and semantic structure of sentences
is represented hierarchically in form of high-level syntactic and semantic structures. Recent approaches
to text analysis with graph grammars can be found in [BDJvdM14, JAB+12]. Graphs are a convenient
tool, not only for language analysis, but for any kind of application with a need to express structure
and relations of arbitrary constituents. Furthermore, graph grammars allow for handling structural
transformations. Thus, predestined applications for graph grammars are applications in which graphs
are used as high-level data structures.

Many different types of graph grammars have been proposed, and several of them have been used
in the context of media analysis. Stripping off any detail that distinguishes the formal definitions of
different types of graph grammars, the principle is always the same: A graph grammar consists of rules
that replace a left-hand side graph by a right-hand side graph. These rules are applied repeatedly in
order to generate a graph in the graph language defined by the grammar. Graph grammars used in media
analysis often allow to add attributes to nodes and edges of the graphs generated. Attributes can, e.g.,
carry spatial information or other information associated with the object represented by the node or edge
in question.

We are interested in how and for which purpose, grammars and graph grammars (and their associated
derivation trees and graphs) are used in text, image, and video analysis. In this section, we give a brief
survey of works that use grammars or graph grammars for image and video analysis. In summary, it
can be stated that, after low-level information extraction of image or video features, trees and graphs
are used for syntactic and semantic high-level description of images and videos. Low-level features in
images are, for example, texture and color; low-level features in video are, for example, location and
velocity. High-level description of images and videos refer to, for example, composition of an image
and event recognition in video sequences, respectively.

Prioritized MICO showcases that could benefit from image and video analysis techniques such as
those surveyed here are the Zooniverse showcases and the InsideOut10 News showcase. For instance, in
Snapshot Serengeti it could be used for the automatic detection of images with no classifiable animals
in them, an animal species pre-classification into one of the 48 species of interest could be made, or the
number of animals present in the image at hand could be estimated. This could be used to automatically
free users from being presented images of no interest. In combination with text analysis, i.e., an analysis
of user annotations, it could also be used to discover images that are worth a second look. In a similar
way, these techniques can be used in Zooniverse Plankton Portal, Galaxy Zoo, and Worm Watch. In the
InsideOut10 News showcase, video analysis techniques could be used for the automatic identification
of, e.g., persons, products, logos, and brands.

Our long-term goal within the MICO project is to provide a formal model that combines different
high-level descriptions of images, videos and text for the purpose of multimedia extraction (see tech-
nology enabler TE-408). We hope that such a model can decrease the semantic gap between human and
machine interpretation of those multimedia resources.

2.1.2 Systems Employing Graph Grammars

A previous effort in this direction is IRIS (Information Retrieval for Information System), a sys-
tem that automatically generates textual content descriptions of images for the purpose of image re-
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Figure 1 First the image analysis phase extracts the low-level features color, texture and contour of
segments of the input image. Then the spatial relations (called neighborhood relations) of the segments
are computed and represented in a graph.

trieval [HKH99, HKKZ95]. The provided textual content descriptions are annotations of the analyzed
image itself and of objects occurring in the image. These image annotations facilitate the search for
particular images (e.g. forest image, mountains etc.) in an image archive for a human user and can
be used by any text retrieval system. The IRIS system combines techniques from computer vision and
graph grammars for image analysis and object recognition in order to automatically annotate (objects
in) the images. The system IRIS operates in two successive phases. The first phase performs image
analysis extracting low-level information of the analyzed image and the second phase performs object
recognition identifying primitive and more complex objects in the image. The image analysis phase ex-
tracts in three independent processes three low-level features of segments of the image, namely colour,
texture and contour. The colour, texture and contour segments carry in addition to colour, texture and
contour information also information about their position. Based on the information of these segments,
topological relations (called neighborhood relations) of the segments are computed. Three neighbor-
hood relations are distinguished, namely overlaps, meets and contains. The computed neighborhood
relations of the segments are represented in a graph. Figure 1 illustrates the process of low-level infor-
mation extraction and the graph representation of the neighborhood relations of the color, texture and
contour segments. The object recognition phase identifies primitive and more complex objects using
neighbourhood-controlled node labelled and node attributed feature graph grammars (1-NRCFGG)
and a chart parser which is described in detail in [Kla94]. The primitive objects (e.g. forest, grass, sky)
in the image are derived from the extracted low-level information and the more complex objects (e.g.
forest scene) are derived from a combination of primitive objects.

The techniques of the system IRIS for image analysis are also used for content-based video analysis
in [LMA99]. A complete video stream is divided into single shots and every shot is reduced to one
representative still image. The still image is analyzed in the same way as described above. In addition,
the system in [LMA99] employs superimposed text string extraction techniques as additional informa-
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tion about the video content. Moreover, the rules of the 1-NRCFGG are augmented with probabilites to
deal with the several alternatives that are available during object recognition. The developed system in
[LMA99] is for purpose of video retrieval from a video archive and supports and facilitates the archiving
process, in particular, the content-based video annotation and retrieval.

An approach closely related to the IRIS approach was proposed in [ZLZ10], where by Zuzan̆ák et
al. suggest to use attributed graph grammars for the recognition and description of image content. In
this approach as well, ordinary image-processing techniques are used in a first phase to turn an image
into a graph representation. Rules of an attributed graph grammar are then applied to this graph in order
to extract high-level image information from this graph. The terminal nodes to which attributes are
associated represent detected low-level features of the image (such as points, lines, and so forth) and the
non-terminal symbols represent larger structures (for example, cross-walk). The authors illustrate their
approach by showing how it can be used to detect cross-walks on images of street scenes.

In [HZ09] techniques from computer vision and attribute graph grammars (not to be confused with
attributed graph grammars) are used to identify objects in images of man-made scenes such as building,
offices, living spaces. Attribute grammars were introduced in [Knu68] to extract meaning from a parse
tree, by transferring attribute values of terminal and non-terminal symbols, up and down the tree. In
[HZ09] a corresponding notion of attribute graph grammars is used to identify rectangular objects like
tables, floor tiles and windows in the given input image. Given an input image, an inference algorithm
constructs a hierarchical parse graph showing the decomposition of the scene and the objects into com-
ponents. The inference algorithm parses input images in the process of maximizing a Bayesian posterior
probability and combines top-down and bottom-up hypotheses of possibly identified objects.

Driven by the need to make multimedia medical databases searchable by means of semantic criteria,
the authors in [OTO05] use graph grammars to interpret complex X-ray images. The goal is to transform
the visual information into semantic information that can be used for semantic indexing of important
high-level objects visible in an image. To illustrate their approach, the authors discuss a so-called expan-
sive graph grammar that describes both correct and pathological shapes and locations of wrist bones in
X-ray images. Parsing an image according to the rules of the grammar yields an automatic assessment
of the X-ray image’s content, thus showing whether the wrist shown is normal or pathological.

A notion of spatial graph grammars allowing for efficient parsing algorithms is introduced in
[KZZ06], extending the reserved graph grammars of Zhang et al. [ZZC01]. While these spacial graph
grammars mainly seem to have been used for the specification of graphical user interfaces, they may
turn out to be of general use for the analysis of scenes in which spatial relationships play a major role,
owing to their efficient parsing algorithm.

The article [LGLW09] deals with representation and recognition of complex semantic events (e.g.
illegal parking, stealing objects, etc.) in video sequences. The model in [LGLW09] is embedded in an
intelligent visual surveillance system. Attribute graph grammars are used to semantically analyze activ-
ities in a car park. The grammar is used to represent all possible variations and hierachical composition
of an event. For example, the semantic event “a coming car is picking up a man” is decomposed into
so-called event components with spatio-temporal constraints “waiting” and “picking up” and “moving
away”. The “picking up” event is further decomposed into so-called event primitives “approach” and
“enter” with the temporal constraint that this events have to happen in sequential order. These event
primitives are further decomposed into atomic event primitives (e.g. stop, move, stay) which are learned
from an object-trajectory table describing mobile object attributes (by low-level features such as lo-
cation, velocity, and visibility) in a video sequence. The attributed graph grammar and the detected
objects represent a set of possible interpretations of an activity. A probability distribution over this set
is expressed as a Markov random field.

In [DH12, DH09] a framework for detecting activities from video sequences for the purpose of
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automatic surveillance is developed. Automatic surveillance involves recognizing multiple activities
that are possibly interleaved. The activities and their (mutual) constraints are used to provide a formal
framework that helps interpreting activities in a given noisy visual input. The authors in [DH12, DH09]
use attribute multiset grammars (AMGs) in order to represent the possible interpretations of a given
activity (e.g. the activity in a bicycle rack). Given an input video, detectors retrieve a multiset D
of detections (e.g. person, object, bicycle, etc.) with the help of computer vision techniques. These
detections are parsed according to an AMG, which defines the hierarchical composition of the observed
hierarchy. Each parse tree has a posterior probability in a Bayesian sense. Finding the best parse tree,
or in other words, the best explanation of an activity, corresponds to finding the maximum a posteriori
labeling of the Bayesian network. The framework is tested for two applications: the activitiy in a bicycle
rack and around a building entrance.

2.1.3 Advanced Processing on Restricted Representations

While the flexibility of the graph representation and the expressiveness grammatical systems working
on graphs, as presented in e.g. [BDJvdM14], are indisputable, the power comes at a cost. A variety of
baseline tasks, such as emptiness checking and parsing are in general cases extremely difficult [BBD10].
As such, while graphs are central in the representation for the purposes of generality, and graph gram-
mars are a great tool for very expressive modeling on them, most practical extraction tasks must by
necessity operate on a simpler level. The most immediate example is text analysis. In a cross-media
context, natural language text will play a part in most use cases, in at least three ways

1. as machine-readable, though natural language, text (e.g. Zooniverse posts),

2. as spoken text, which through speech to text transcription is transformed into machine-readable
form (see technology enabler TE-403),

3. as written, but not machine-readable text, with optical character recognition as a relevant but not
currently considered technology enabler extension.

Importantly item 2 will benefit from a graph representation in that a transcription produces a weighted
directed acyclic graph to represent different possible interpretations. However, state-of-the-art natural
language processing is often an expensive process aimed at already machine-readable strings, meaning
that the graph is treated as a packed representation from which a few candidates are extracted rather
than viewed as a canonical representation in its own right. A deeper look into the representations and
techniques in text analysis is given in Section 2.2.

Another important aspect is the interactive learning of extractors. Here the grammatical sophis-
tication needs to be limited to make the task tractable. Operating on the level of graph grammars is
too difficult, as even the class of context-free languages is widely considered too strong for practical
grammatical inference [DLH05]. Here the grammatical restrictions leave mostly finite state approaches
practical, which are well suited for tree representations, providing powerful tools for learning queries
on hierarchical structures, see Section 2.3 for more on the representations and state of the art techniques
in this area.

2.2 Text Analysis

Responsible partner / Author: UMU / Suna Bensch, Martin Berglund, and Johanna Björklund
Related Technology Enablers: TE-401, TE-402, TE-404, TE-405, TE-406, TE-409
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Figure 2 Common tools and techniques for different NLP tasks.

Task Common techniques Software tools
Document categorization SVM, Naive Bayes, Kernel meth-

ods
Intellexer Categorizer, NetOwl Doc-
Matcher

Authorship attribution SVM, Naive Bayes, Weighted au-
tomata

Signature, JGAAP

Readability assessment Rule-based systems, Lexical anal-
ysis

the Readability Test Tool, Microsoft
Word’s built in statistics

Sentiment analysis SVM, Naive Bayes, Kernel meth-
ods

SAS Sentiment Analysis, Lexalytics,
Stanford NLP Sentiment

Discourse analysis Formal grammars, Decision trees,
Textual entailment, Ontologies

NVivio, DATool

Language identification Lexical analysis, n-gram models Rosette Language Identifier, Virtual
Salem, Cybozu Language Detection

Named entity recognition Regexps, Markov models Stanford NER, LingPipe, OpenNLP,
Freeling

This subsection outlines the textual analysis aspect of cross-media analysis. The analysis of text
presents some distinctive challenges, where audio, images and video present difficulty in extracting any
symbolically valid information at all, text is more directly accessible. That is, with special consideration
for the case where text is extracted from audio using speech-to-text systems, or from images using
optical character recognition, the symbolic surface contents of text is immediately available. In
addition, from the graph perspective the raw text is structurally simplistic, in that a certain string can
be represented as a single chain graph (or the set of possible strings as the path language of the graph),
but the deeper meaning of the text may be very complex. The problem is that text will often encode
complex ideas, where an image of a real-world object seldom represents anything except the object, the
meaning of text can be deep and varied. For this reason different, and more specific, techniques are
required.

Text analysis spans a range of tasks, including document categorization, authorship attribution, read-
ability assessment, sentiment and discourse analysis, language identification, and named entity recogni-
tion [JM00], each of which has its own set of tools and techniques (see table below). Two paradigms can
be discerned, namely, based on symbolic and stochastic computing. The former paradigm investigates
natural languages using formal language theory and generative grammar with its origins dating back
to Chomsky [Cho56], as well as techniques from artificial intelligence. The latter relies on statistical
models such as Bayesian networks and was pioneered by Harris and others [Har62]. Over time, these
approaches have come together in the sense that the data-driven models are given more structure, at the
same time as the automata-based models and generative grammars are enhanced with weights and prob-
abilities. Examples of such hybrid approaches for authorship attribution include the work by [LZ09]
and [RKM10]. Lin and Zhang use machine learning to infer stochastic grammars to distinguish be-
tween authors, whereas Raghavan et al. train probabilistic context-free grammars. This use of machine
learning is today quite widespread thanks to high-performance computing and the availability of large
annotated data sets such as the Penn Treebank [MSM93] and the Prague Dependency Treebank [Haj98].
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2.2.1 Sentiment Analysis

In the Zooniverse Snapshot Serengeti and Galaxy Zoo showcases, one of the goals is to decide when to
call the attention of the scientists to a post or series of posts. For this purpose, it can be useful to decide
if there is a strong polarity to the discussion, e.g. a heated debate, in other words, to do a sentiment
analysis on the text. The corresponding tools will be implemented as technology enabler TE-402.

Sentiment analysis [DC01, Ton01] consits in establishing the writer’s judgement, affective state,
or intended emotional communication. The simplest form is perhaps polarity-detection, in which we
are satisfied to separate between positive and negative statements. In more advanced forms, the scale
may be broken down accoring to some affect theory, into classes such as happy, sad, angry, and so
forth. We can also try to detect the subject who has the opinion, and the object that the opinion is
about. Common applications of sentiment analysis include detection of antagonistic language in online
communication [Spe97], advert placement [JLMT07], discarding subjective opinions in information
extraction [RWP05], automatic question answering [LSHN05], and summarisation of reviews [PL08].
Within the scope of MICO, sentiment analysis can be useful for calling the moderators attention to
scientific discussions, detecting arguments, and for generating features for e.g. image classifiers.

Many sentiment analysis systems are based on a bag-of-word approach: Each sentence is seen as a
set of words, the order of which is disregarded, and the polarity of the sentence depends on how well
its words fit to pre-defined lists of positive and negative keywords. A difficulty here is that polarized
opinons can be expressed almost as well without charged words. Take for example the quote ”She
runs the gamut of emotions from A to B” (Dorothy Parker about Kathrine Hepburn), this is clearly not
a praise, although non of the words in the sentence is inherently negative [PL08]. Another obstacle is
scarcasm, in which the speaker says the oposite of what he or she is actually thinking. Davidov et al try to
detect sarcasm by looking for strongly positive statements in a negative context, or vice-versa [DTR10].

As can be expected, the sentiment analysis is context sensitive: “read the book” is a positive thing
to see in a book review, but a negative thing in a movie review [PL08].

Researchers at Stanford University have published a corpus, the Stanford Sentiment Treebank, with
sentiment labels for some 215 000 phrases in the parse trees of approx. 12 000 sentences. The corpus
is based on a dataset of movie reviews collected and published by Pang and Lee [PL08], and later
parsed with the Stanford Parser [KM03]. The same team of researchers introduce the recursive neural
tensor network, a type of neural network in which a tensor-based composition functions are used at all
nodes. By training this model on the sentiment treebank, the authors obtain a softmax classifier with an
accuracy of 85.4% for single-sentence sentiment-polarity classification. This improves on the state of
the art by more then five percent.

2.2.2 Question Detection

As mentioned previoulsy, one of the requirements from Zooniverse is the ability to decide when to call
the researchers’ attention to a discussion. One obvious trigger is unanswered questions, which leads us
to the field of automatic question detection (to be covered by technology enabler TE-401). An obvious
first step is to take sentences ending with question marks to be questions. This yields a high precision
of over 97% [CWL+08], but misses declarative questions (Table 3 a) and imperative questions (b).
Accordiding to Kwong and Yorke-Smith, approximately one out of five questions are of these kinds in
the Enron corpus of email conversations [KYS09]. It also means that retorical questions are taken to
litterarly (c), and questions that are primarily if not exclusively ment to introduce a new topic (d) [DP11].

Margolis and Ostendorf [MO11] compare methods for detecting questions in spoken conversation.
According to their results, models trained on unlabelled internet dialogues reach 90% of the perfor-
mance of models trained on labelled, domain-adapted text. The difference was greatest for declarative
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Figure 3 Question (a) is declarative, quetion (b) imperative, while (c) and (d) are more or less rethorical.
(a) I was wondering how you sign up
(b) Tell me where you see it
(c) What the chances of both of my phones going off at the same time?
(d) How has everyone’s day gone so far? Today is going too fast for me!

questions, but since we will focus on text, where punctuation symbols are availabe, we expect the gap
to be smaller. The authors considered as questions all complete utterances labeled with one of the labels
wh, yes-no, open-ended, or, or-after-yes-no, or rhetorical question (see Table 4).

Figure 4 Example questions given by Margolis and Ostendorf [MO11] for the categories proposed by
Shriberg et al. [SDB+04]

yes-no did you do that?
declarative you’re not going to be around this afternoon?
wh what do you mean um reference frames?
tag you know?
rhetorical why why don’t we do that?
open-ended do we have anything else to say about transcription?
or did they use sigmoid or a softmax type thing?
or-after-YN or should i collect it all?.

Boakye et al. [BFHT09] also investigate question detection in spoken dialog, using a features from
the classes lexio-syntactic (words, part-of-speech tags, and syntactical fragments), turn-based (utterence
length and speaker changes), and pitch-related (F0 statistics and slope). They take particular interest in
features stemming from parsed versions of the uttarences, as this acording to them is a novel aspect. The
authors come to the conclusion that the lexio-syntactic features contribute the most, in particular word
n-grams followed by syntactical features, and that turn-based and pitch-related features are secondary
sources of information. Wang and Chua confirm the usefulness of syntactical features in question de-
tection. In particular, order in which the noun phrase and the verb phrase appear is helful for telling
questions and non-questions apart [WC10].

2.2.3 Automatic Moderation

Veloso et al. [VMM+07] consider automatic moderation of online forums with associative classification,
and include of social-network features in the feature sets. In their experiments, they use a corpus of
manually annotated comments collected from the Slashdot forum4during a period of two months. The
corpus contains some 300 000 entries written by approx. 42 000 distinct users. The authors reach the
conclusion that a lazy classifier that induces a new model for every input comment achieves better
accuracy than an eager version, that classifies all comments with a single model.

The salient parts of a document are those that the reader is likely to find particularly moving or
provocative [Del09]. Relevance is one important factor that decides salience, but it is neither neces-
sary nor sufficient. Misspellings, imbalanced arguments, and ambiguity also matters, and the notion is
strongly contextual. Delort exploit user comments to detect salient parts. The idea is that when the user
comments on a text, he or she will focus on the salient parts, and use related wording. By analysing

4www.slashdot.org
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the comments, it should be possible to identify some parts of the text as more salient than others. The
author obtained an fscore of 0.65% on a corpus of blog post and associated comments.

2.2.4 Automatic Summarization

Automatic summarization consits in reducing the length of a text, while preserving its semantics. A
comprehensive overview is given in [NM11], which covers much of the field’s 50-year history. Our
interest in summarization is motivated by InsideOut10’s usecase on News, in which it would be helpful
to provide short descriptions of news items. Summarization could also be useful for abbreviating lengthy
forum discussions in the Zooniverse usecases.

There are two general approaches, namely extraction and abstraction. The former method consists
in selecting informative passages from the text and have these represent the text as a whole. The latter
method is more complex, in that it builds a semantic representation of the textual content and then gen-
erates a summary, thereby paraphrasing the source document. At present, most practical summarization
systems use extractive summarization.

The extraction of keyphrases can be seen as a supervised maching learning problem. The user labels
training sentences depending on how well they capture the meaning of the document, and the machine
tries to find a pattern. It may, for instance, discover that headings are likely to be keyphrases, and that
so are the first and last sentences of a paragraph. Typically, a treshold parameter is used to regulate how
long a summarization is generated.

Extractive and abstractive summarization approaches can be applied to single documents or multi-
ple documents. Single document summarization methods deliver a single summary of one document
(i.e. news item, scientific article), whereas multi-document summarization provide a single summary
of several documents. Multi-document summarization has gained interest since the mid 1990s due to
the use cases on the web, in particular for summarization of news articles [NM11, DM07]. Major
difficulties in multi-document summarization are overlapping, supplementing and contradicting infor-
mation sources and main research questions address handling redundancy, recognizing novelty across
documents, and providing coherent and complete summaries [DM07]. The authors in [KS12] give an
overview of four notable extractive methods to multi-document summarization, namely feature-based,
cluster-based, graph-based, and knowledge-based.

The feature-based method identifies the most relevant sentences to form a summary. The relevance
of a sentence is determined by features such as word frequency, sentence location, sentence length, cue
words, and proper nouns. The feature based method is popular due to its simplicity and straightforward-
ness. However, the method fails to detect important and relevant information across documents and does
not incorporate contextual information.

The cluster-based method groups similar sentences to clusters. The most common technique to
determine similarity between a pair of sentences is the cosine similarity measure, where sentences are
represented as a weighted vector of term frequency-inverse document frequency (short tf-idf). The
sentence clustering is followed by the sentence selection, where sentences are selected from each cluster
based on the closeness to the top ranking tf-idf. The selected sentences form the summary. Notable
web-based news clustering systems are Google News5 and Columbia Newsblaster6 [DM07]. Cluster-
based methods handle redundancy across documents relatively successfully, but during the clustering
process sentences are ranked according to the similarity to the cluster centroid, which simply represents
frequently occurring terms. Thus, cluster-based methods cannot incorporate contextual information
either.

5https://news.google.com/
6http://newsblaster.cs.columbia.edu/
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The graph-based method represents sentences as vertices in a graph and the similarities between
sentences are represented by weighted edges. The similarity between sentences across documents is
most often determined with the cosine measure with some predefined threshold parameter. Two popular
graph-based ranking algorithms are the HITS algorithm and the Google’s PageRank, which both are
used for web-link analysis and social network studies.

The knowledge-based method is applicable to specific domains. Most documents are about a par-
ticular topic or event and these belong to a particular domain with common background knowledge
(i.e. ontology). Ontologies are able to capture hidden semantic information. On the other hand, the
knowledge-based method is domain-specific and requires input from domain experts.

There appears to be no advanced open source toolkits dedicated to automatic summarization, but the
Python Natural Language Toolkit provides much of the required functionality.

2.2.5 Named Entity Extraction

Named Entity Extraction (NEE) is the task of identifying parts of text as referring to specific objects, or
entities, by some identification. Notably, in the preceding sentence, a good NEE tool would automati-
cally realize that the initial portion “Named Entity Extraction (NEE)” does not in fact serve the role as
grammatical text, but is rather an atomic reference to some entity, in this case a research field.

The research field is fairly young, having only been named in 1996 (though being a natural problem
it was of course considered in isolated systems and papers before this point). In many simple cases
simple heuristics are sufficient, such as noting the additional capitalization as well as parenthesized
acronym in “Named Entity Extraction (NEE)”, but state of the art techniques are primarily focused on
supervised learning, using standard techniques such as hidden Markov models, support vector machines
and conditional random fields. See [NS07] for a survey on both the history of the field and a thorough
overview of the techniques.

For the purposes of MICO named entity recognition presents both opportunities and challenges, in
that trained extractors, such as the Stanford Named Entity Recognizer (see http://nlp.stanford.
edu/software/CRF-NER.shtml) are available. The Stanford Named Entity Recognizer is based on
training conditional random fields, see [SM12] for more information, and is both straightforward to
integrate and comes with pre-trained models that can be immediately applied. In some cases, however,
the named entities selected for training will be somewhat limited, the Stanford Named Entity Recognizer
has models for the so called ENAMEX class, which recognizes names of people, organizations and
locations, up to a 7-class model recognizing in addition times, money, percentages and dates. As can
be seen by this a certain rigidity in focus exists, and for e.g. the Zooniverse use-cases a very obvious
named entity would be names of animals. This may require additional training.

This section would be amiss not to mention that some work on named entity extraction has been
done specifically for cross-media setting, such as in [BCD05]. However, in the context of MICO it is
likely sufficient to assume that text extraction has already been performed in a different component.

2.2.6 Ontologies and data models for NLP

NIF (Nlp Interchange Format) [HLAB13] is an RDF based format that aims to achieve interoperability
between Natural Language Processing (NLP) tools, language resources and annotations. To formally
represent NLP annotations NIF first defines an URI scheme based on RFC 51477 that allows to reference

7http://tools.ietf.org/html/rfc5147
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Strings (words, phrases, sentences ...) as RDF resources8 and second it defines/uses a set OWL ontology
that allows to formally describe such Strings. The String Ontology is the core vocabulary to describe a
String as part of a document and possible a sub-String of an other one. Structured Sentence Ontology
(SSO) allows to define Strings as Sentences, Phrases or Words and its relationships. The Ontologies of
Linguistic Annotation (OLiA) [CS14] defines a Reference Model with classes for linguistic categories
(e.g. Noun, Determiner ...). Multiple Annotation Models formalize annotation schemes and tag sets
used by different corpora and languages.

Finally for every Annotation Model, there is also a Linking Model that aligns it with the OLiA
Reference Model. This allows to use the OLiA Reference Model to access/query NLP annotations
using different annotation models (e.g. NLP annotations generated by different NLP tools/framework).
It also supports queries for Words with a specific lexical category (e.g. ProperNouns) in texts with
different languages. NIF uses OLiA for representing the POS annotations of words. NERD (Named
Entity Recognition and Disambiguation) [RT12b, RTHB12] defines both a data model for describing
detected Named Entities as well as an ontology for the types of Named Entities. This hierarchy of
Named Entity types is also aligned with several other ontologies and common datasets. NIF uses NER
to link Strings with entities as well as with the NER type.

2.3 Interactive Learning of Extractors

Responsible partner / Author: UMU / Henrik Björklund
Related Technology Enablers: TE-401, TE-402, TE-404, TE-405, TE-406, TE-407

In order to systematically extract certain information from, e.g., web pages, we need queries
that define what information is to be extracted and query processors that do the actual extraction. What
information can be extracted depends on what formalism we use for expressing queries.

Independent of formalism, one possibility for defining queries is to have human beings write them.
In many situations, this works quite well, but there are severe drawbacks to this approach. It requires
specialized skills from the people constructing the quieries and is often time-consuming and expensive.
The process is error-prone and most often it has to be repeated when, e.g., a web page design changes.

For these reasons, it is desirable to employ machine learning in defining queries. Learning, how-
ever, throws up another set of difficulties. In the first place, learnt queries are, for the most part, of
lower quality than those defined by humans. Secondly, most machine learning techniques require huge
amounts of training data in order to achieve even reasonable results.

In a setting where, e.g., a system administrator for a website wants to define queries that extract
information relevant to the venture, data will normally be relatively sparse. In particular, there will be
no more annotated data than what the administrator has time to annotate herself. This means that relying
on pure machine learning will yield very poor results.

Interactive learning When annotated data is sparse, interactive learning can be a viable alternative.
The main idea is to use the knowledge of a domain expert, e.g., the system administrator mentioned
above, as efficiently as possible, since human time is normally a very expensive resource. The system
expert annotates some data, but not necessarily very much. The annotated data is used to learn a query.
The expert then views the results of running the query on a test data set and gives additional input to the
learning system. This process is iterated until the expert is satisfied with the query result.

8For example, the String ”Semantic Web” occurring in the file example.txt can be referenced by the call
http://www.example.org/example.txt#char=45,57
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The concept of iterative learning has been studied extensively by, e.g., Small [Sma09]. This the-
sis looks at how interactive learning can be applied to a number of different learning tasks, focusing on
NLP applications. It concludes that interactive learning can subtantially assist a domain expert in encod-
ing world knowledge into the learning process. Improtantly, Small writes that “interactive encoding of
modeling information through feature engineering often leads to better performance than simply aquir-
ing additional labeled data.” He demonstrates the effectiveness of interactive learning on a semantic role
labeling and an information extraction task.

Tree-shaped data Sidestepping the issue of graphs, most of the textual data available on the web
is structured hierarchically, i.e., as HTML, XML or Json documents. Such hierarchical structures be
abstractly represented by trees. As seen in Section 2.1, data that has been extracted from images, video,
etc., while sometimes represented as graphs, are often represented as trees (or potentially have relevant
spanning trees). The same is true of syntactic and semantic information that has been extracted from
pure text, most notably the syntactic information extracted by natural language parsers. Whether phrase
structure parsers or dependency parsers are used, the resulting structures are tree- or graph shaped, see,
e.g., [KM03, dMMM06, KMN09].

For these reasons, learning grammars, automata, and transducers for trees and graphs are of particu-
lar interest. There is already an extensive literature on machine learning for regular tree languages, see,
e.g., [DH03, Dre09] and, to a lesser extent, for graph grammars [KHC07, KHC08]. Much less has been
written, on the topic of interactive learning for these structures but there are some notable exceptions,
primarily from the field of web wrapper induction.

Web wrappers A web wrapper is a program that gathers information from web pages (or possibly web
based XML repositories, etc.) and transforms it into some form sturctured for data analysis, commonly
XML or relational. The need for web wrappers has arisen since large amounts of data, e.g., about
the weather, travel time tables, stock prices, and sports results, are made available on web pages, but
embedded into other content and formatted for human viewing. Someone who wants to keep track data
from a certain set of web pages can write a web wrapper that continually visits the web pages, extracts
the relevant information, and stores it in the users own database.

As discussed above, it is expensive and time-consuming to have human experts writing web wrap-
pers. This, combined with a growing demand, has sparked research and development of systems for
assisting wrapper design.

One such system is Lixto, first presented in an article by Baumgartner, Flesca, and Gottlob in
2001 [BFG01]. It lets the user mark elements on a web page in a graphical user interface. The user
choices are represented by filters that select similar elements. The user can also impose conditions on
when filters can be applied. In this way, each added filter increases the amount of information selected,
while each condition limits the information selected by some filter. Together, the filters and conditions
are translated into a datalog-like language called Elog, which is used internally in the system. The user
can also specify an XML format to store the extracted data in.

We note, without citing all the relevant articles, that the Lixto system has undergone substantial
development and more functionality has been added since the original version was presented and an
information extraction company has been built around it.9

Even if Lixto is based on graphical interaction, it is not obvious that it is easy enough to use for an
end-user with limited technical knowledge [GMTT06]. Re-usability is also limited by the fact that the
system is now commercial.

9www.lixto.com
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Node-selecting tree transducers In an article on Interactive learning of node selecting tree transduc-
ers, Carme et al. also tackle the problem of learning web wrappers [CGLN07]. Their approach is to
limit the power of the query language. In this setting, a node-selecting tree transducer is a determinis-
tic finite unranked tree automaton except that it marks all nodes that have been visited in an accepting
state. The subtrees of such nodes are then selected and extracted. Thus, they can also be seen as being
subtree-selecting.

To facilitate learning, the queries are actually internally represented by tree automata rather than
actual transducers. The automata define languages of annotated trees, i.e., trees in which each node is
marked by a Boolean value, indicating whether it should be selected or not. Importantly, the languages
defined must be functional in the sense that given a non-annotated tree, only one unique annotation is
allowed, representing the choices of the query.

The authors present two algorithms, one for learning a node-selecting transducer from fully anno-
tated data and one for learning interactively from partially annotated data. By fully annotated data,
they mean a set of HTML documents in which all elements that should be selected by the extractor are
marked (and no other elements are marked). Given such data, an RPNI-style10 algorithm is employed to
infer a deterministic tree automaton. The standard RPNI algorithm is modified slightly to make sure that
the merging of stated is conditional not only on preservation of determinacy, but also on the preservation
of functionality. Internally, the system works with stepwise tree automata [CNT04]. These are automata
that work on the so-called curried binary encoding of unranked trees. The reason for this is that it is
difficult to find a suitable notion of bottom-up determinism for unranked tree automata, particularly one
that allows for unique minimization [MN07]. In a setting where ranked trees can be used, standard
deterministic tree automata can be used instead.

As discussed previously, it is in most cases unrealistic to have access to sufficient amounts of fully
annotated example data to facilitate learning of any reasonable quality. For this reason, the authors
present an algorithm for learning the transducer from partially annotated data. The algorithm is in the
spirit of Angluins MAT-learning [Ang87]. It introduces so-called Correct Labeling Queries. The learner
presents the teacher with a tree in which some nodes are selected. The teacher either answers that the
annotation is correct or points to a node that is selected although it shouldn’t be or a node that is not
selected although it should be. There are also equivalence queries similar to those of Angluin.

Rather than working with tables, as the original MAT-learning algorithm [Ang87] and previous
variants for tree lanugages [Sak90, DH03], the algorithm gradually builds a selection of fully annotated
trees and uses the previously discussed RPNI algorithm to construct hypothesis transducers.

The algorithm is implemented in the SQUIRREL information extraction system. Here, the end-user
can design queries using a graphical user interface. She plays the role of the teacher. The system can
ask Correct Labeling Queries by showing the user web pages where some elements have been selected.
If the user is not satisfied with the result, she can mark one or more incorrectly labeled elements (i.e.,
missing or unvanted selections). The query hypothesis is then updated and the process is iterated.

Learning relations The relative simplicity of the SQUIRREL approach is attractive, even if the re-
striction to node-selecting queries is quite limiting. In an article from 2006 [GMTT06], Gilleron et al.
expand on many of the ideas from [CGLN07] but focus on the extraction of tuples from semi-structured
data. The authors note that many approaches to machine-learning of extractors for web data only handle
the most straightforward cases of data organization, i.e., simple tables and lists. Other cases must be
handled by post-processing. As an example of how data can be stored on a web page, see Figure 5. If
the target relation is (TEAM, SEASON, POSITION), so that, e.g., the tuples (Dortmund, 2012, 1) and

10Regular Positive and Negative Inference
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Figure 5 An example of how relational data can be stored in a semi-structured setting. A (small part of)
an imagined web page with results from the German Bundesliga.
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(München, 2013, 1) should be extracted, list- and table-based extractors are insufficient.
As in [GMTT06], the authors aim at an interactive wrapper inference system that is easy enough to

allow non-technical users to design meaningful wrappers.
The main approach is to learn n-ary queries by starting with unary tuples and inductively adding one

position at a time. The interactive setting for learning a query is similar to that of [CGLN07]. The user
is first presented with an unannotated document and is asked to mark tuples that should be extracted.
The system infers a query and shows the results of running the query on the document to the user, who
is then prompted to supply false positives and false negatives. Once the user is satisfied with the result
on one document, it is added to a collection of fully annotated example documents which is used in the
ongoing interactive design, as the user is presented with new documents.

Questions of interest In the MICO setting, a number of interesting questions present themselves.

1. Can interactive learning of node selecting tree transducers be adapted for structure based NLP
search?

2. How can interactive learning of tuple extractors be adapted to make use of cross-media data?

3. Can the existing learning settings be supplemented with statistical information in order to improve
the effectiveness of interactive learning?

4. How well does the inherent structure in web pages and XML documents interact with the structure
of extracted media metadata from the web page elements? Can tree-shaped meta-data be usefully
integrated into the overall tree structure to allow interactive learning of cross-media extractors to
be efficient?

2.4 Audio-Visual Analysis

2.4.1 Low-Level Visual Feature Extraction

Responsible partner/Author: FHG, Christian Weigel
Related Technology Enablers: TE-xxx, TE-xxx

The extraction of visual low level features from images or videos is a key component for the se-
lected MICO showcases. As pointed out in section 2.1 they establish the foundation for the retrieval
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of higher semantics from image and video data. They can be used for image and video similarity
detection through feature matching as well as supervised or unsupervised visual classification tasks of
low- and high level semantics. Specialized feature extractors and descriptors can be used for tasks such
as species classification (see section 2.4.3) or face recognition (see section 2.4.4)

This section gives a summary of the latest findings in visual feature extraction. This field of research
has be very active in the last decade leading to a vast number of methods and types. Therefore we will
limit this section to features/descriptors that may be applicable to MICO show-cases. Finding a suitable
taxonomy for this purpose is difficulty since a number of properties can be used to group the methods.
Some of those parameters are their locality, the applied domain (spatial, temporal), the captured scene
properties (e.g. texture, color, shape), the computational/memory effort for extraction and storage, their
robustness against image distortion such as transformation (rotation, scale, affine transformation), noise
or illumination changes. For the sake of simplicity we group them based on their locality property, that
is, we will give an overview of local and global visual features extractors and descriptors.

First, we will need to clarify some terms. A feature is the abstract term for a (application case)
specific property of an image or video. Usually this feature must represent that property as well as
possible while being clearly separable from properties of the same domain. Images and videos are
spatially and temporally discretized functions of real time scenes (or more precisely a light field) that
are represented by pixels. This representation is usually extremely high dimensional when converted
to feature vectors. The common aim of feature extraction is to compact that representation and to
transform it into a domain space suitable for a specific task such as matching or classification. This
transformation leads to a so called descriptor of the feature which can be either a local feature or a
global one (representing the whole image or video).

Local Feature Detection and Description Local feature extraction is the analysis and description
of features called interest points (also referred to as key points) or areas at specific positions of an
image. The finding of these interest points or areas is always the first step of a local feature extractor
and usually termed detection. The interest points / area must be salient in some way (well-defined
position, unique texture around) and the localization of them must be repeatable. The reason for this is
the fact that, ideally, interest points must be reliably matchable among images under different camera
transformations and properties, lighting conditions etc.. Thereby, the images can be records of the same
scene (as in stereo vision) or from a different scene as in object matching or face recognition. Depending
on the content of the image and the algorithm used the number and position of such local features vary.

The underlying principle of all interest point detectors is the concept of corners. Based on image
intensities or image gradient filter responses such corners are detected. In order to include robustness
against scale or rotation of the image this search is done at different scales (in a so called scale-space).
The position, scale and orientation property (again often estimated based on gradients around the interest
point) become properties of the interest point. Applications, that do not need these robustness leave out
scale and/or orientation estimation respectively which yield faster computation times.

Once the interest points has been estimated, a rectangular, circular or arbitrary region (image patch)
around is defined. This region may also be detect by other means than using interest points (see section
2.4.2), e.g. using blob detection. The region is used to build the descriptor which is again often based
on gradient histograms, approximations using differently oriented box filters or binarization based on
intensity thresholds. The difference of several proposed methods lies in the sampling pattern (structure,
number) around the interest point, the method (and thus speed) of the calculation. Depending on the
methods chosen, the estimated descriptor can be robust against noise, illumination changes, scale, rota-
tion (i.e. similarity transformation) and is often robust against affine or even projective transformations
of the image.
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In 2004 David Lowe presented the local texture feature descriptor SIFT [Low04] which gained much
attention in the research community. The presented detection and description method proved to be scale
and rotation invariant and gained a high repeatability. Since then several new approaches have been
presented. Some targeting speeding up the extraction process while keeping the quality high, some
tried to reduce the memory requirements for the descriptors. Papers about new detection methods, new
description methods and about a combination of both emerged. Yet, SIFT still serves as an anchor for
best achievable quality.

Instead of giving a full text description of the most important feature detectors and descriptors,
tables 1, 2, and 3 give a rough overview. Although describing the basic idea of each method, the reader
is referred to the original publications for an in-depth explanation. We will limit ourselves in this section
to interest point detectors. For the detection of areas (i.e. blobs, ridges etc.) such as in object, face or
animal detection and their interdependency with interest point detectors please see section 2.4.2.
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Name Year &
Reference

Detector method Descriptor creation Dimension &
Comp. Effort

Robustness

SIFT
(Scale Invariant
Feature
Transform)

2004, [Low04] Creation of scale-space by Differences of
Gaussians (DoG) to estimate keypoint location
and scale by non-maximum suppression,
sub-pixel positioning by Taylor expansion,
edge response elimination, orientation
assignment

Gaussian weighted gradient magnitude and
orientation around key point, normalized
orientation histogram in the selected region,
vector element thresholding and normalization
to unit length – can be interpreted as
3D-histogram

128 float (high) Scale, rotation,
noise,
illumination

SURF /
U-SURF
(Speeded Up
Robust
Features /
Upright SURF)

2006, [BTG06,
BETVG08]

Approximated second order Gaussian
derivatives as box filters on an integral image
at different scales. Scale space created by
increasing box filter size instead of image
scaling and repeatedly Gaussian filter
convolution, interest points by non-maximum
suppression.

Orientation assignment (not U-SURF) using
Gaussian weighted Haar-Wavelet responses
applied to circular area around interest point
(using integral image) which are summed in
windows (pie slice) in two dimensional
orientation space. Square is place at interest
point and oriented according to main direction.
Weighted and normalized Haar feature
responses in 4x4 sub region of those squares
form the descriptor vector (unit length).

32, 64, 128
float (medium)

Scale,
rotation(SURF
only), noise,
illumination

ORB
(Oriented
FAST and
rotated BRIEF)

2011,
[RRKB11]

Detection of FAST-9 interest points and
removal (ranking) based on long edge response
using Harris corner measure on an image scale
pyramid. Orientation estimated by intensity
centroid method.

Key point orientation is used to rotate the test
locations and thus build a “steered
BRIEF”-operator that takes the rotation (angle
discretized to 12 degrees) into account. In
order to increase the loss of variance caused by
that, one time training is performed leading to
rBRIEF.

256 binary
(medium)

scale, rotation,
noise

BRISK /
SU-BRISK
(binary robust
invariant
scalable
keypoints, SU:
single-scale,
upright)

2011, [LCS11] Uses FAST 9-16 mask. Score as saliency
measure but applied on continuous scale space.
Saliency maximum is sub-pixel refined and
interpolated between 3 octaves (by fitting 2D
quadric function to the three 3x3 score patches
and then a 1D parabola along the scale-axis)

Creating a binary string by concatenating the
results of simple brightness comparison tests.
Circular sampling pattern with N = 60 points
and Gaussian smoothing (with std. deviation
proportional to distance) at each sample point
used to estimate gradient at this position.
Pattern is rotated according to gradients.
Bit-vector created by pairwise comparison.

512 binary
(Medium)

scale, rotation
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Table 1: Local feature detector and descriptor methods

Name Year &
Reference

Detector method Comp. Effort

Harris Corners 1988, [HS88] Energy function based on intensity difference in shifted windows must be maximized. Using Taylor
expansion, this equation can be transferred into a matrix function where gradient responses represent a so
called structure tensor. The eigenvectors (or as simplification the determinant and trace) of the structure tensor
decides whether a corner, an edge or a flat area is detected: Using a threshold and the local response
maximum leads to the interest points.

high

CenSurE,
SUSurE
(Center /
SpeededUp
Surround
Extremas)

2008, 2009,
[AKB08]
[EMC09]

Computation of simplified bilevel Laplacian of Gaussian using box filters and integral images. Weak
responses are filtered. Local extrema are detected. To these extrema the Harris measure (see above) is used to
detect corner responses. Can be applied on mulitple scales and combined with non-maximal suppression.
SUSureE adds efficient calculations of box filter responses by introducing a thresholding in the response
calculation to avoid a number of sums.

low

FAST
(Features from
Accelerated
Segment Test)

2006, [RD06] A circle (r=3.4 pixels) of sixteen pixels around pixel p of interest of which n contiguous pixels need either to
be brighter than I(p)+ t or darker than I(p)− t where t is a threshold. n is chosen to be 12 or 9 and high
speed test applied before (only four compass directions). Exhaustive comparison is speeded up by machine
learning using ID3 to generate a decision tree, non-maximal suppression on detected corners.

medium

AGAST
(Adaptive and
Generic
Accelerated
Segment Test)

2010,
[MHB+10]

Same corner detection approach as FAST but instead of training for specific scenes a dynamic adaptation
process is employed. Using a binary decision tree and two more states that embodies value access cost
(register, cache, memory) and pixel configuration probabilities. Adaptiveness achieved by switching between
decision trees based on currently observed area (e.g. homogeneous or heterogeneous).

medium

Table 2: Local feature detectors
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Name Year &
Reference

Detector
method

Descriptor creation Dimension &
Comp. Effort

Robustness

PCA-SIFT 2004, [KS04] SIFT Pre-computation of an eigenspace to express the gradient images of local
patches. Given a patch, compute its local image gradient. Project the gradient
image vector using the eigenspace to derive a compact feature vector.

20, 36 float
(High)

see SIFT
(claims better
robustness to
noise)

GLOH
(Gradient
Location and
Orientation
Histogram)

2005, [MS05] SIFT Compute of the SIFT descriptor for a log-polar location grid with 17 location
bins. The gradient orientations are quantized in 16 bins. This gives a 272 bin
histogram. The size of this descriptor is reduced with PCA. The covariance
matrix for PCA is estimated on 47 000 image patches collected from various
images. The 128 largest eigenvectors are used for description.

128 float
(High)

see SIFT
(claims to be
better in some
areas)

FREAK
(Fast Retina
Keypoint)

2012 [AOV12] arbitrary Binary descriptor by thresholding DoG at receptive field pairs. Pairs to be
used are determined by pre-processing training. Yields coarse to fine selection
strategy (512 pairs) Orientation estimation using 45 pairs by summing
estimated local gradients (BRISK like)

512 binary
(medium)

rotation

BRIEF
(Binary Robust
Independent
Elementary
Features)

2010,
[CLSF10]

e.g SURF,
SIFT, FAST,...

Intensity thresholding of neighboring pixels in patch which has been smoothed
previously (signs of derivatives) based on random test locations

128, 256, 512
binary
(medium)

depends on
detector

SKB
(Semantic
Kernels
Binarized)

2011,
[ZREK11]

SU-SURE 16 different 4×4 convolution kernels representing basic geometric structure
(corners, edges, ridges, blobs and saddles) are applied to 16 positions (two
schemes, support region can be either 12×12 or 16×16 pixels). Three kinds
of binarization.

256, 512 binary
(low)

scale (used for
stereo
matching)

LBP
(Local Binary
Pattern)

2006,
[AHP06], see
also sec. 2.4.4

Detected face /
object region

Divide face image into rectangular (or other shape) regions, extract local
histograms with LBP, concatenate histograms into descriptor, weighted
matching possible. LBP: choose neighbor-hood (radius, sampling points),
threshold gray scale value cmp. to center pixel (binary result). Interpret result
CCW as decimal number, put into histogram.

var (medium) Global
illumination,
some variants
also to rotation
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LTP
(Local Ternary
Pattern)

2011, [TT10],
see also sec.
2.4.4

Detected face /
object region

Compared to LBP, LTP knows 3-valued compare function quantizing to 1, 0,
-1. Pattern is split into positive and negative patterns using only binary codes.
Instead of using a regular (rectangular) grid to retrieve the histogram that is
then χ2 matched, LTP matches using the distance transform images of each
LTP code value.

var (medium) Noise,
Complex
illumination
with
pre-processing

HOG
(Histogram of
oriented
Gradients)

2005,[DT05] Detected face /
object region

Gamma and color normalization. Gradient computations, Weighted vote into
spatial & orientation cells with fine orientation coding(signed or unsigned
gradient) and coarse spatial binning, contrast normalize overlapping spatial
blocks, collect HOG’s over detections window.

15120(high) Illumination
changes, noise

DAISY 2010, [TLF10] region (or
global
application)

Build a SIFT-like 3D histogram but instead of calculating and using gradient
vectors directly they are built by summing up by Gaussian convolution of the
orientation map, sampling is done in a daisy like shape

var (medium) Illumination
change, noise,
small rotation

Table 3: Overview of local feature detectors and descriptors
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Global Feature Description A number of applications do not focus on specific regions or objects of
an image or video but rather need to capture the whole image or video content. Typical cases are the
matching of images or video sequences against each other or retrieving high level semantic concepts
such as content (e.g. city, beach, woods), genre (movie, news, sports), or even mood (valence, arousal).
Again, the task is to get the features that describe these properties as fast and as compact as possible.
Since now the whole image or video content holds the information it is even more crucial to get compact
description of spatially and temporally sampled pixel information, especially in the video case. In some
application areas (matching) but also in context of the property, local and global features are not clearly
distinguishable. For instance, a texture descriptor like HoG [DT05] might be applied to the whole image
or to multiple patches of an image thus leading to a more compact presentation in the first case. In this
section we will not give such an detailed review as for the local descriptors but rather explain the basic
concepts and give some examples. We categorize the descriptors based on the feature they describe.
These are color, texture and shape.

The earliest features mainly used for image retrieval used color information like color histograms
[SWS+00a, FBF+94, PBRT99, SB91]. The color space is partitioned in bins and each pixel contribution
to a specific bin is counted. Jeffrey divergence or Jensen-Shannon divergence (JSD) can be used to
compare the histograms and to obtain a dissimilarity measure. The MPEG-7 standard also defines
visual compact features based on colors. These are Dominant Color, Color Structure, and Color Layout.
An overview is given in [Eid03, Ohm01, MOVY01]. In addition to simple color histograms they also
capture the spatial distribution. Especially the Color Layout descriptor has a high discriminative power
while being very compact (128 dimensional for an image). It represents the spatial color distribution
using block-wise sampling and DCT transform. Color Corellograms [HKM+97] also model spatial
relationships by using pixel color distance corellograms but require much more computation than the
Color Layout descriptor.

Tamura Features as described in [TMY78] combine features according to the human visual system:
coarseness, contrast, directionality, line-likeness, regularity, and roughness. They can be summarized as
texture features. Further texture descriptors (also defined by MPEG-7) are Homogeneous Texture, Edge
Histogram, or Texture Browsing [Ohm01]. Also Gabor Features [PJW02](although also used locally
for face recognition) belong to this group.

Mainly designed for image retrieval, some of the features mentioned above have been evaluated in
[DKN08].

Basically, when used on every n-th frame of a video these feature can also be used for video retrieval
and matching. Anyhow, they do not encode any temporal properties. Those can be captured e.g. by
using the Optical flow [HS81] or a block based matching method and then combine (e.g. concatenate)
the spatial and temporal features. Combined measures use a color layout like approach in the spatial
domain but combine them temporally and use 3D-DCT transform followed by binarization to calculate
segment wise descriptors [CSM06] just to give an example. There are several further methods we will
not explain in detail here but rather give pointers to the interested reader [CZ03, KV05, CS08, LYK09,
XHS+10, TNC10, LLWH12, LLX13].

2.4.2 Object- and Animal Detection

Responsible partner/ Author: FHG/ Alexander Loos
Related Technology Enablers: TE-xxx, TE-xxx

Autonomous detection of general objects and especially animals in images or short video se-
quences is a crucial component in selected MICO showcases. During the past 20 years a large and
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growing amount of literature describing techniques for different content-based image and video
retrieval tasks has been published. Especially the retrieval of animal pictures has recently attracted
the attention of computer scientists [Sch01a, BF06]. While Schmid et al. [Sch01a] solely exploit
texture information in combination with unsupervised clustering techniques to retrieve images showing
animals of the same kind, Berg and Forsyth [BF06] additionally incorporate other cues like color,
shape, and metadata from Google’s text search to identify images containing categories of animals.

A different field of research is the automatic detection of animals in images or videos. As opposed to
image retrieval, animal detection aims at determining the locations and sizes of animals within an image
or video. Automatic approaches for animal detection build the basis of subsequent tasks like tracking,
behavior analysis, species recognition or individual identification. Many approaches that either detect
segments of the animals’ body (e.g. the face) or complete bodies in image or video sequences can be
found in the literature. The following section gives an overview of state-of-the-art systems for automatic
animal detection, tracking, and behavior analysis.

Automatic animal detectors can be classified into five main categories: Template Matching, Rigid
Object Detectors, Local Keypoint Detectors, Model-Based Detectors, and Motion-Based Detectors.

Template Matching The simplest animal detectors use template matching to localize animals of a
specific species in images or videos. One prototypical instance of the object’s visual appearance is used
to detected the animal of interest. A template image is typically generated by taking either only one or
the mean of many example images that best represent the desired object. The template is then shifted
across the source image. By calculating certain similarity metrics such as normalized cross-correlation
or intensity difference measures [Cox95] the object location is defined as the area corresponding to the
highest similarity score. Kastberger et al. [KMW+11] for instance apply a template matching technique
to detect and track individual agents in densely packed clusters of giant honey bees. The authors use a
3D stereoscopic imaging method to study behavioral aspects of shimmering, a defense strategy of bee
collectives. After detection, stereo matching, and tracking of individual bees, 3D motion patterns were
analyzed using luminance changes in subsequent frames.

Although template matching algorithms might be fast and easy to implement, they only achieve
adequate results in rather controlled settings and perform poorly in natural wildlife environments due to
cluttered background and geometrical deformations of the object to be detected. To achieve invariance of
the method against object deformations different scales and rotations must be applied which significantly
increases processing time. Hence, more sophisticated object localization algorithms must be applied to
automatically detect free-living animals in their natural habitats.

Rigid Object Detectors A more advanced group of detectors are called rigid object detectors. As the
name suggests, these kind of detectors are limited to non-deformable objects with similar shape. Visual
descriptors and the spatial relationship between them are utilized to localize rigid objects, where features
vary among instances but their spatial configuration remains similar. For human face and pedestrian
detection, rigid object detectors have been used for over a decade. Although Rowley et al. [RBK98]
already achieved promising results with a neural-network based human face detection system in 1998,
the probably best known algorithm for real-time object detection was presented by Viola and Jones
in 2001 [VJ01]. It uses a boosted cascade of simple Haar-like features which exploit local contrast
configurations of an object in order to detect a face. The AdaBoost algorithm [FS99] is utilized for
feature selection and learning. Numerous improvements have been proposed over the last decade to
achieve wider pose invariance, most of them relying on the same principles as suggested by Viola and
Jones. For an overview of face detectors the reader is referred to [HL01, YKA02, RRB12]. Later,
Dalal and Triggs [DT05] proposed to use Histograms of Oriented Gradients (HOG) and a linear Support
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Vector Machine (SVM) for the detection of humans in low-resolution images. They showed that locally
normalized HOG descriptors provide a powerful robust feature set to reliably detect pedestrians, i.e.
humans in upright positions, even in cluttered backgrounds, difficult lighting conditions, and various
poses.

After the successful application of these techniques to the field of human detection in natural scenes,
computer scientists started to adapt and extend these ideas to detect animals in images and videos as
well.

Burghardt et al. for instance proposed a system for lion detection, tracking, and basic locomotive
behavior analysis in [BCT04, BC06]. Although the authors use an enlarged set of Haar-like features, the
initial face detection stage is based upon the original approach introduced by Viola and Jones [VJ01].
Once a face has been localized in a frame, the Lucas-Kanade-Tomasi method [ST94] was applied to
track the face region through the video sequence using a number of interest points on the lion’s face.
Furthermore, a rectangular interest model was created in locations a face was spotted to achieve accurate
and temporal coherent tracking performance.

The approach of Viola and Jones [VJ01] has also actively been studied to detect heads of cat-like
animals in images [ZST08, ZST11, KIKY09, SR12]. However, in [ZST08, ZST11] the authors argue
that applying algorithms for human face detection directly to detect the head of cat-like animals would
perform poorly. Since cat faces have a more complicated texture than humans faces and the shape of
cat heads can vary significantly from individual to individual, the extraction of features would result in
a high intra-class variance which is crucial for most detection algorithms. Zhang et al. overcome this
burden in [ZST08] by jointly utilizing texture and shape by applying different alignment strategies to
separately train a shape and a texture detector. The shape information is kept by aligning the cat face
such that the distance between the two ears is the same through the entire training set. On the other hand
by aligning the faces according to their eyes the texture information is preserved while the shape of the
cat’s head is blurred. Furthermore, they use a set of Haar-like features on oriented gradients as features
which was shown to outperform other descriptors commonly used for face detection.

In a second step they jointly train a final classifier to fuse the outputs of the initial shape and texture
detectors. In the detection phase first both detectors are applied separately by using a sliding window
to get initial face locations. A final decision is made by applying the joint shape and texture fusion
classifier. The same authors apply their algorithm to other cat-like species like tigers, cheetahs, and
pandas in [ZST11]. To further handle the misalignment cost between both detectors they present a
novel deformable detection approach which considers both misalignment cost and the outputs of the
shape detector and texture detector. Also Kozakaya et al. use a two step approach to detect cat faces in
images [KIKY09]. Opposed to the work done by Zhang et al. they do not use two different alignment
strategies but rather extract complementary feature sets to gather shape and texture information. In a
first step a candidate search is performed which uses simple Haar-like features and AdaBoost as done by
Viola and Jones in [VJ01]. Fast to compute and easy to implement but not discriminative enough to deal
with complicated shape and texture, the authors suggest to use more sophisticated features in a second
phase to verify face candidates. Therefor, Kozakaya et al. use co-occurrence histograms of oriented
gradients (CoHOG) [WIY09] since they have strong classification capability to represent various cat
face patterns. Due to the high dimensionality of CoHOG a simple linear classifier obtained by a linear
SVM is used for candidate verification. They evaluate their approach on the dataset provided by Zhang
et al. in [ZST08]. However, the experimental conditions are not strictly the same since the evaluation
paradigm differs from the one used in [ZST08]. Nevertheless, the results suggest that the proposed
approach outperforms the method by Zhang et al. significantly. Another advantage of this method is
that the approach is much more generic since it is not restricted to detect faces of cat-like animals only
but other rigid objects as well.
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Starting from the assumption that humans and our closest relatives share similar properties of the
face, rigid object detectors have recently also been used to detect African great apes [EK11]. The
method by Ernst and Küblbeck is based on ideas of the approach by Viola and Jones [VJ01] but was
improved significantly by using multiple consecutive classification stages with increasing complexity
and different illumination invariant feature sets to detect faces of chimpanzees and gorillas in images
and video sequences. Although the proposed system has some robustness to difficult lighting situations,
it lacks in robustness to severe occlusion and far-off frontal poses. However, for subsequent analysis
such as individual identification for instance, faces often are expected to be in a full-frontal pose. In
addition to real-time capable face detection in images and videos, the authors also propose methods
to automatically distinguish between chimpanzees and gorillas. The first approach uses the detection
scores of the applied face detection models for chimpanzees and gorillas. For the second method a
separate classification model is trained based on structure features only and applied to the detected face.
Both techniques for species classification perform remarkably well with over 90% accuracy.

Although researchers use rigid object detectors mainly to localize the faces of animals, this class
of object detectors has also been applied to detect whole animal bodies. Miranda et al. for in-
stance use the face detection paradigm by Viola and Jones [VJ01] for the visual detection of bum-
blebees [MSV12]. Furthermore, the authors apply a discriminative tracking algorithm proposed by Gu
and Tomasi [GZT10] to improve the detection in video sequences and fill the gaps where detection
has failed. Only one test sequence with restricted variety of different backgrounds and just one sin-
gle individual present has been used for experimentation which is not enough for a thorough evaluation.
Nevertheless, the achieved results are promising for a preliminary study. Although rigid object detectors
can be used to detect insects such as bumblebees due to the limited number of their body appearances,
the localization of deformable objects in natural scenes requires more sophisticated techniques because
different body postures would result in different appearances of the same object.

Model-Based Detectors To cope with the above mentioned challenges, researchers recently proposed
model-based methods to reliably detect animals in visual footage. Different feature-sets can be used to
create models of an animal body such as appearance, texture, shape, color or the combination of those.

Stahl et al. reported a preliminary study on the combination of multiple 2D and 3D sensors to
capture biometric data of farm animals under real-life conditions in [SSH12] . More specifically the
authors suggest to use a sophisticated hardware setup of two high-resolution monochrome cameras
and one integrated color camera to reliably detect the heads of horses in a livestock farm. Due to the
constrained environment at the feeding area and the fact that the horse’s head points towards the camera,
a simple foreground-background separation algorithm based on the depth information provided by the
stereo cameras can be used to obtain a coarse location of the horse. To distinguish the animal’s head
from the rest of the body an ellipse-like head model is subsequently created and fitted to the borders of
the original head mask. This procedure builds the basis to locate, measure, and identify the animal by
fusing information of multiple cameras. By crucially evaluating the proposed framework, the system
has proven to perform well. However, the application scenario as well as the controlled conditions
in a livestock farm allows a multiple camera setup and a relatively simple geometrical approach to
achieve an excellent detection performance. Reliable detection of animals in more challenging natural
environments however requires more sophisticated solutions.

Remarkable ideas for a generalized unsupervised object tracker and detector were presented by
Ramanan and Forsyth in [RF03, RFB05, RFB06]. In [RF03] the authors propose a technique to auto-
matically build models of animals from a video sequence where no explicit supervisory information is
necessary and no specific requirements regarding background or species are stipulated. Animal bodies
are modeled as 2D kinematic chains of rectangular segments where the topology as well as the num-
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ber of segments are not known a priori. In a first step candidate segments are detected using a simple
low-level local detector by convolving the image with a template which corresponds to parallel lines of
arbitrary orientations and scales. This step alone results in many false positive detections. Therefore,
resulting segments are clustered in a second step to identify body limbs that are coherent over time. Af-
ter pruning away remaining segments that do not fit the motion model because the tracks are to short or
move to fast, a coarse spatial model of the remaining segments can be assembled. Because appearance
models of animals are generated on-the-fly there are two ways to think about the proposed system. It can
either be seen as a generalized tracking system that is capable of modeling objects while tracking them
or as a source of an appearance model which can later be used to detect animals of the same species.

One drawback of this approach is that when building the rough shape model of an animal’s body
one has to be certain that within a given sequence only one animal is present and it is the only animal
in the scene. Furthermore, the resulting appearance model is very much tuned to the specific species in
the video sequence. Therefore, the same authors try to overcome these drawbacks by extending their
work towards an object recognition framework to detect, localize, and recover the kinematic configu-
ration of textured animals in real-world images [RFB05, RFB06]. Ramanan et al. fuse the deformable
shape models learned from videos and appearance models of texture from labeled sets of images in an
unsupervised manner for that purpose. Although the detection results improve significantly compared
to their previous work the detector is designed to only detect highly textured animals like tigers, zebras,
and giraffes. The approach would fail for a majority of camouflaged or non-textured animals like ele-
phants or great apes because detecting only vertical and horizontal lines to build the deformable model
would result not only in false positive but more crucial false negative detections.

More recently, deformable part-based models (DPM) were introduced by Felzenszwalb et al.
[FGMR10] as generic object detectors achieving state-of-the art results on a variety of object cate-
gories in international benchmarks such as the PASCAL VOC 2010 [EVGW+10]. Whilst the majority
of methods for object detection depict the object of interest as a whole, the main idea of DPMs is to
represent objects as flexible configurations of feature-based part appearances. Support Vector Machines
(SVM) are used to learn the set of appearance detectors and part alignments. While performing very
well on some object categories, DPMs are known to be sensitive to occlusion and highly deformable
object categories such as animals. Parkhi et al. [PVJZ11] extend the ideas of DPM to distinctive part
models (DisPM). They propose to initially utilize DPMs to detect distinctive regions such as the head
of animals in the first phase. Secondly, the whole body of the animal is subsequently found by learning
object specific features such as color or texture from the initially detected image region. After coarse
foreground-background separation based on the learned low-level image features, graph cuts [BV01]
are used for the final segmentation of the animal’s body. Parkhi et al. apply their algorithm to detect
cats and dogs in still images achieving results comparable to the state-of-the-art for other object classes.
Furthermore the authors also claim that this technique can be used for a variety of other animal species
as well.

Another study by Sandwell and Burghardt [SB13] uses three different models of DPMs to detect
chimpanzee faces under difficult conditions such as far-off frontal poses or partial occlusion. Whilst
the first and the second model are trained on the face region and an expanded version of the face region
respectively, the third model integrates multiple spatially distributed DPMs. Different from the approach
presented by Ernst et al. in [EK11] the proposed algorithm is not real-time capable. However, the
authors conclude that the reduced reliance on facial features alone and the combination of the three
proposed models has led to a detector which is far less sensitive to non-frontal poses and more robust to
less well resolved faces as well as partial occlusions.
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Local Keypoint Detectors A large and growing body of literature investigated template matching,
rigid object detectors as well as model-based approaches to detect animals in images or videos. How-
ever, they often perform poorly when detecting animals in their natural habitat due to a wide variety of
postures, lighting conditions and partial occlusion. Tiny object regions on the surface of an animal’s
body often exhibit less deformation than the entire organism [KB13]. Therefore, new approaches for
fast, robust, and reliable detection and description of regions or local interest points such as the Har-
ris Corner Detector [HS88], Scale Invariant Feature Transform (SIFT) [Low04] or Speeded Up Robust
Features (SURF) [BETVG08] have been developed in the recent past. Inspired by the great success
of local keypoint detectors and descriptors for object localization, matching, and categorization, these
approaches have also been used for visual animal biometrics. The applications include a variety of
species, ranging from insect categorization [LDZ+07] to turtle identification [dZPR+10] and other coat
patterned animals like penguins and zebras [Bur08, BC10].

In 2010, de Zeeuw et al. proposed an approach based on SIFT matching for turtle detection and
identification [dZPR+10]. According to Zeeuw et al. leatherback sea turtles carry a so called “pink
spot” on the dorsal surface of their head which is unique between individuals and can therefore be used
for identification. Since the proposed algorithm is a semi-automatic approach, the first step is to manu-
ally crop the desired head region out of the original image. The extracted image patch is then compared
with reference images using the basic SIFT matching approach originally proposed by [Low04]. The
evaluation results on two challenging real-world datasets confirm the effectiveness and reliability of the
algorithm proposed by Zeeuw et al. However, manual interaction is still necessary to annotate the region
of interest. Thus, designing a detection algorithm that automatically locates the pink spot on the turtle’s
forehead is highly desirable.

For the proposed approaches by Larios et al. [LDZ+07] and de Zeeuw et al. [dZPR+10] local
keypoint detectors serve as a pre-processing step to locate stable points of interest for the subsequent
extraction of discriminative information around each point. These descriptors are then used for indi-
vidual identification, species classification or comparable tasks. Therefore, these approaches internally
presume that the animal of interest is actually present in the processed image.

In [Bur08] Burghardt utilizes keypoint detectors as initial detection stage to robustly detect coat
patterned animals. Keypoint locations are initially stipulated by traditional corner detection algorithms
based on the auto-correlation matrix A of the input image over a small neighborhood. Since corner lo-
cations are defined by significant signal change in all dimensions, the two eigenvalues of A are analyzed
to accurately detect corners in an image. More specifically, if both eigenvalues λ1 and λ2 have large
positive values, then a corner is supposed to be found. This procedure is utilized in many corner detec-
tion algorithms such as the Harris corner detector [HS88] or the Shi-Tomasi corner detector [ST94].
In a subsequent step the area around a detected point of interest is described by placing a neighbor-
hood window around the keypoint. A class-specific point-surround classifier is learned by extending
the Viola-Jones framework [VJ01]. Instead of heuristically choosing the resolution of the neighbor-
hood window, the dominant spatial frequency in coat patterns is utilized to estimate a suitable window
scale. Furthermore, a form of supervised bootstrapping is used to increase the robustness of the detector
against false positive detections. Other modifications of the original implementation of the Viola-Jones
framework refer to perspective constraints and dense belief maps, e.g. real-valued classification outputs
instead of binary decisions. For details the interested reader is referred to [Bur08]. Burghardt applies
the proposed algorithm to detect frontal chests of Penguins, faces of lions, and hindquarters of zebras
achieving results comparable to state-of-the-art face detection results on humans. At a false positive
rate of 4 ·10−3% the detector achieves a detection rate of over 96%. However, false positive detections
predominantly occur for highly cluttered background in natural environments, challenging lighting con-
ditions and hard shadows, as well as cryptic resemblance due to groups of patterned animals imitating
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regional patterns of a single individual.
Although local keypoint detectors are capable of robustly detecting and describing points of interest

in certain scenarios, they disregard important global information such as body structure, spatial rela-
tionship between keypoints, and temporal information available in video sequences. Moreover, local
keypoints can only be used for coat pattern animals or species with distinctive natural markings on fur
or skin. However, many species, such as great apes like chimpanzees and gorillas for instance, do not
carry obvious natural markings which can be used for detection.

Motion-Based Detectors Although the above mentioned approaches achieve sufficient results under
certain conditions, they lack in taking full advantage of the spatio-temporal information in video se-
quences to detect moving objects. Based on the assumption that even camouflaged animals can be
detected by taking their movement in front of relatively stationary backgrounds into account, a consid-
erable amount of literature has been published on motion-based detectors.

Especially the problem of detecting and tracking marine animals in underwater video has been tack-
led by many researchers [WEK04, ECD+06, SPB+12, KP12]. Either remotely operated underwater
vehicles (ROVs) or live video feeds from stationary installed underwater cameras are used by biolo-
gists in order to perform marine ecological research within the Fish4Knowledge11 project for instance.
However, according to [KP12] footage gathered in unconstrained underwater environments often bring
state-of-the-art object detection algorithms to their limits due to cluttered and periodically moving back-
ground, permanent lighting changes as well as the degrees of freedom marine animals can move.

To overcome this issue Walther et al. [WEK04] proposed a system capable of automatically de-
tecting and tracking objects of interest in underwater video. Due to the fact that simple contrast-based
detection algorithms are prone to a number of effects present in underwater video footage, such as non-
uniform lighting conditions for instance, a background subtraction algorithm builds the first step of the
framework. By subtracting the current frame from the mean image of at least 10 frames for every color
channel separately, even translucent foreground objects can be separated from the background suffi-
ciently. The actual object detection is subsequently applied using a saliency-based detection approach
originally published by [IK99]. Furthermore, the authors found that oriented edges are a extremely
useful features to detect marine animals and distinguish low-contrast translucent animals from organic
debris. Once an object has been detected, Kalman filters [Kal60, WB06] are initiated to track the cen-
troid of the detected objects. In a post-processing step object tracks that are shorter than at least five
consecutive frames are discarded as noise. A performance evaluation of the proposed system on a sin-
gle frame basis was conducted for two different data sets as well as a 10 minute video and achieves
promising results with detection rates up to 80%. However, the question arises how many false positive
detections were made by the system. Moreover, especially the evaluation on the detection and tracking
performance is limited because the test set contains only a single 10 minute video. Two years later
the same authors extended their approach in [ECD+06] where a more thorough evaluation of object
detection and tracking modules was conducted and the results of their previous paper were validated.
Furthermore, the authors present a technique to subsequently classify the detected objects into biological
taxonomies. For each tracked object a feature vector based on Schmid invariants [SM97] was extracted
and a Gaussian Mixture Model (GMM) was used for classifying the three most common classes. Al-
though species classification was at a very early development stage at that time, promising results were
achieved for the three examined animal categories.

A quantitative performance evaluation of object detection algorithms in underwater video footage
can be found in [KP12]. The authors compare and thoroughly evaluate several state-of-the-art object

11http://fish4knowledge.eu Last visit: August 8th, 2013
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detection algorithms for their application to detect moving objects in underwater settings. The used
dataset for evaluation was taken from the publicly available Fish4Knowledge projects database. The
performed experiments suggested that an algorithm called Video Background Extraction [BvD11] out-
performed the other approaches and therefore is most robust against the above mentioned challenges.
However, the performance of all algorithms significantly decrease if typhoon events or storm is present
in the video sequences.

Most recently, Spampinato et al. described a framework for automatically analyzing fish behavior
during typhoon events in real-life underwater environments [SPB+12]. Different texture and blurring
features in combination with machine learning algorithms are used to detect typhoon or storm events
in videos in a first step. In the second component of the proposed system fish detection and tracking
is performed. Similar to the work of [KP12] four algorithms have been implemented and compared
against each other to detect fishes under extreme conditions. According to the authors each approach
perform fairly well were Intrinsic Models [Por05] performed best. However, often false positives are
detected that have to be filtered out during post-processing. To deal with that problem additional fea-
tures, such as color difference and difference of motion vectors at the object boundary as well as internal
motion and color homogeneity, were extracted in a post-processing step and merged into a quality score.
Only objects whose quality scores exceed a pre-defined threshold are considered for further processing.
Once the desired objects were detected, trajectories are extracted using a covariance-based tracking al-
gorithm [POM06] which is known to handle the typical challenges of tracking objects in underwater
environments well [Por06]. Within a last step, the extracted 2D trajectories as well as the object size,
which indicates movement in the third dimension, are analyzed to evaluate movement patterns and be-
haviors of fish during typhoon events. Each module of the proposed framework was evaluated on a
sufficiently large data set of 257 video sequences of 10 different cameras.

Beside approaches to detect marine animals in underwater environments, a growing body of litera-
ture has investigated motion-based detectors to localize mammals and birds in videos.

In 2009, Wawerla et al. [WMM+09] reported an automated wildlife monitoring system called
BearCam which was deployed near the arctic circle to detect grizzly bears in videos. The system is
located at a river site and monitors the animal’s feeding behavior for four hours per day. To assist bi-
ologists with tedious annotation work, Wawerla et al. developed an algorithm for automatic detection
of bear appearances in recorded video. The authors extend the shapelet features by Sabzmeydani and
Mori [SM07] by additionally incorporating motion information from gathered video material. Shapelet
features are a set of sophisticated mid-level features, originally developed to detect pedestrians in still
images. They are constructed out of low-level gradient information using the AdaBoost learning algo-
rithm [FS99]. In addition to simple gradient information as low-level descriptors Wawerla et al. exploit
background differences, computed by taking the median over a sampled set of frames. Motion shapelet
features are then constructed as a weighted combination of the previously extracted low-level gradi-
ent and background information within a specified sub-window using AdaBoost. In a third and final
step again AdaBoost is used to combine the information of different regions across the image and thus
build the final classifier. A commonly used sliding window approach is used in the detection stage to
localize the appearance of a bear in every frame. Extensive experiments proved the usefulness of the
proposed algorithm which achieved suitable detection results. However, many false positive detections
were found in highly textured regions and in areas with large amount of motion, e.g. at the banks of
the river or regions of water. Moreover, because the detection is performed on every single frame the
system is not real-time capable. Object tracking algorithms could speed up the performance while at the
same time boost the detection accuracy of the system because non-moving objects may be removed in a
post-processing step.

Song et al. described a robust autonomous system that assists ornithologists in observing and cat-
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aloging flying birds in [SQX+06]. Autonomous high-resolution video cameras were installed in the
field which continuously scan the sky and automatically detect birds flying in the field of view. Video
frames in which birds were detected are automatically send to the ornithologists for further processing.
However, to save computational complexity and processing time only every fourth frame is scanned for
birds using a non-parametric motion filtering technique proposed by Elgammal et al. in [EHD00]. Sim-
ilar to the background subtraction algorithm used by [KHWB05], the method uses a Gaussian model
to distinguish moving objects from constant background. Because the Gaussian distribution updates
itself when a new sample comes in, periodic movements by branches or trees can be characterized by
the model. Because this technique alone would result in too many false positive detections due to cloud
movements and other non-periodic motions, temporal difference filtering is used to estimate the velocity
of detected objects in adjacent frames. Due to the fact that birds usually move a lot faster than clouds,
false positive detections can be ruled out to a certain degree. Although the approach is rather simple,
the authors found that during a long-term study of 310 days where videos were captured continuously,
99.9953% of the data to be sent to the ornithologists could be removed by the proposed algorithm.
However, because the system was designed to have a low false negative rate still 96% of that data was
due to false positive detections. Moreover, the authors were unable to present a performance measure
for the missed detections. Admittedly, Song et al. tried to measure the false negative rate using a two
hour video. However, no bird was missed by the system in this single video file. Yet, because only every
fourth frame is scanned thoroughly, it is very likely that birds may be missed in the long run.

In 2012, Khorrami et al. published a paper in which they describe a system for the detection of mul-
tiple animal species in low frame-rate videos typically used by biologist to autonomously gather camera
trap videos in wildlife environments [KWH12]. The authors use a recently developed technique for
foreground-background separation called Robust Principal Component Analysis (RPCA) [CLMW11].
RPCA splits each frame of a video sequence in a low-rank matrix L which contains pixels of the back-
ground and a sparse matrix S representing the foreground activity of moving objects. An occurring
animal is then isolated from the remaining foreground by calculating the local entropy for a small
neighborhood around every pixel. While areas with similar intensity will have low entropy values,
abrupt changes due to edges caused by the boundary of the animal’s body correspond to high entropy.
Since this procedure still results in a relatively high number of false positive detections, the Large Dis-
placement Optical Flow algorithm by [BM11] detects large changes of velocity by incorporating motion
information. The region with the highest amount of motion is considered to be the animal to be detected.
Although the proposed method achieves promising results on a realistic dataset of ten different animal
species, a high number of false detections occur in sequences with a high degree of background motion
caused by rain and snow for instance. Another major drawback of the approach is that only one single
individual at a time can be detected within a frame since only the candidate segment with the highest
motion is considered to be the animal.

Most recently a system for automatic detection and tracking of elephants in unconstrained wildlife
videos was proposed in [Zep13]. Zeppelzauer et al. argue that current state of the art systems for
animal detection and tracking often explicitly focus on highly textured animals. However, for animals
with poorly textured skin like elephants for instance other visual cues must be investigated. Also shape
features would be impractical for the detection of animals due to pose variation and partial occlusion in
natural habitats. Therefore, the authors propose a method that learns a color model of elephants from
few labeled training data. In a first step a mean-shift clustering algorithm [CGM02] is used to extract
spatial segments of the same color. Based on labeled training data a Support Vector Machine (SVM)
is trained to distinguish background color from foreground color in the LUV color space. However, as
claimed by the authors, color alone is a weak and unreliable feature for elephant detection since many
objects in a natural environment have similar colors as elephants which leads to a unreasonably high
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number of false positive detections. To overcome this issue, the authors efficiently exploit temporal
information to significantly reduce the number of false positives. Each initially detected segment is
subject to a tracking algorithm based on the optical flow of the segment’s pixels. Tracked segments are
then joined into sets of coherent spatio-temporal candidate segments, i.e. segments belonging to the
same objects are connected. Based on a number of extracted spatio-temporal features like the tracking
duration and changes of the segment’s shape, the final decision of the appearance of an elephant is made.
Since tracking of segments establishes temporal relationships over several frames, missing detections
can be interpolated and tracking gaps are closed in a post-processing step.

The proposed system was evaluated on a realistic dataset of elephant videos gathered under real-
life conditions by biologists and achieved high detection accuracy of 90% at a low false detection rate
below 5%. Since the approach is claimed to be insensitive to pose variation, lighting conditions, and the
number of individuals present in the video sequence, the authors did not have any further requirements
for the tested video material. However, researchers and gamekeepers often use infrared cameras in order
to monitor animals during night. Therefore, a different approach as initial object localization must be
investigated in order to process gray-scale and infrared footage as well.

As could have been seen a variety of different approaches exist to reliably detect animals in images
and videos. Table 4 summarizes this section and compares the reviewed algorithms.
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Category Reference Species Description Notes

Template Matching Kastberger
et al.
[KMW+11]

Honey Bees
(body)

(1) 3D stereoscopic imaging
(2) Analyzing basic behavioral patterns
(3) Detection and tracking of individu-
als

(1) Sophisticated hardware setup neces-
sary
(2) Template matching only achieves
adequate results for species with non-
deformable bodies

Rigid Object Detectors Burghardt
et al.
[BCT04]

Lions (faces) (1) Viola-Jones AdaBoost cascade
(2) Enlarged set of Haar-like features
(3) Lukas-Kanade tracker of interest
points
(4) Basic locomotive behavior based on
vertical head movement

Behavioral analysis could be im-
proved by taking spatio-temporal inter-
est points of the whole body into ac-
count

Zhang
et al.
[ZST08,
ZST11]

Cat-like ani-
mals (faces)

(1) Jointly utilizing shape and texture
using different alignment strategies
(2) Haar-like features and gradients
used as features
(3) Fusing the results of separately ap-
plied detection models for final deci-
sion

(1) Extension of the algorithm to detect
not only cats but also faces of cat-like
animals (tigers, cheetahs, pandas)
(2) Application restricted to cat-like an-
imals only

Kozakaya
et al.
[KIKY09]

Cats (faces) (1) Opposed to [ZST08, ZST11] differ-
ent feature sets are used to represent
shape and texture simultaneously
(2) Haar-like features and AdaBoost for
candidate search
(3) CoHOG and linear SVM for valida-
tion

(1) Outperforms approach by [ZST08,
ZST11]
(2) Claimed to be more generic
than [ZST08, ZST11]
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Category Reference Species Description Notes

Ernst
et al.
[EK11]

Great Apes
(faces)

(1) Real-AdaBoost with multiple clas-
sification stages and increasing feature
complexity
(2) Gradient, structure, and census fea-
tures used in different stages
(3) Multi-resolution approach using im-
age pyramids
(4) Species classification based on de-
tection confidences
(5) Face tracking in video using
Kalman filters

(1) Suited for detection in still images
as well as videos
(2) Tracking of detected objects
through video sequences
(3) Lacks robustness to far-off frontal
poses and severe occlusion
(4) Used in this thesis as initial de-
tection and tracking algorithm for
subsequent identification

Miranda
et al.
[MSV12]

Bumblebees
(body)

(1) Viola-Jones AdaBoost implementa-
tion in combination with Haar-like fea-
tures
(2) Body tracking using Gu-Tomasi
tracker [GZT10]

(1) Limited experimental verification
(2) Treats insect bodies as rigid objects
due to small pose variations

Model-Based Detectors Stahl
et al.
[SSH12]

Horses (head) (1) Multiple 2D and 3D sensors (RGB
and infrared cameras)
(2) Coarse head localization using
depth information
(3) Fitting an ellipse-like head model
for refinement

(1) Used for detection in livestock
farms
(2) Constrained application environ-
ment (head has to point towards the
cameras)
(3) Sophisticated hardware setup neces-
sary

Ramanan
et al.
[RF03,
RFB05]

Various tex-
tured animals
(body)

(1) Generalized unsupervised object
detector and tracker
(2) Candidate segments detected us-
ing low-level texture detector (parallel
lines)
(3) Animal bodies are modeled by a 2D
kinematic chain
(4) clustering of segments to identify
body limbs that are coherent over time

(1) No species-specific descriptors nec-
essary for detection
(2) Only one individual has to be
present in the video
(3) System is designed for highly tex-
tured animals only
(4) Algorithm can be seen as a general-
ized object tracking system or as source
for appearance model for detection
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Category Reference Species Description Notes

Parkhi
et al.
[PVJZ11]

Cats and dogs
(body)

(1) Based on DPMs as initial distinctive
region detectors
(2) Detected region is used to learn
species specific low-level features
(3) Graph cuts [BV01] utilized for final
body segmentation

(1) Approach outperforms DPMs for
detection of animals
(2) Performance could be further im-
proved by incorporating further cues
for learned appearance model

Sandwell
et al.
[SB13]

Chimpanzees
(faces)

(1) Three different detection models
(2) Integration of multiple spatially dis-
tributed DPMs

(1) Detection of non-frontal and oc-
cluded faces possible
(2) Not real-time capable at this time

Local Keypoint Detectors de
Zeeuw
et al.
[dZPR+10]

Leatherback
Sea Turtle
(head region)

(1) Detection of local interest points
(SIFT [Low04]) at the ”pink spot“ lo-
cated on turtle’s head
(2) Basic SIFT-matching [Low04] for
identification
(3) Verification based on affine trans-
formation and gray-level pixel intensi-
ties

(1) Initial manual segmentation of area
of interest necessary
(2) SIFT features mainly used for iden-
tification

Burghardt
et al.
[Bur08,
BC10]

Penguins
(body)
Lions (face)
Zebras (body)

(1) Initial detection of interest points
based on eigenvalues of image auto-
correlation matrix (see e.g. Harris cor-
ner detection [HS88])
(2) Learning of species-specific point-
surround classifier by extension of
Viola-Jones framework [VJ01]

(1) High detection rates up to 96%
(2) False positive detections mainly
caused by highly cluttered background,
hard shadows, and cryptic resemblance

Motion-Based Detectors Walther
et al.
[WEK04]
Edington
et al.
[ECD+06]

Marine animals
(body)

(1) Initial object localization using
background subtraction
(2) Validation by detection of salient re-
gions and oriented edges
(3) Kalman filters for object tracking
(4) Post-processing to further erase
false positives

(1) Promising detection results up to
80%
(2) As shown in [KP12] more sophisti-
cated motion-based object detection al-
gorithms may further increase the per-
formance
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Category Reference Species Description Notes

Spampinato
et al.
[SPB+12]

Marine animals
(body)

(1) Comparison of several motion-
based object detection algorithms
(2) Difference of motion vectors and
color features to further eliminate false
positives in a post-processing step
(3) Covariance-based tracking
(4) Analysis of movement patterns dur-
ing typhoon events

(1) Detection performance of all al-
gorithms decrease significantly during
storm or typhoon events
(2) Behavioral analysis only for groups
of fish not for individuals

Wawerla
et al.
[WMM+09]

Grizzly bears
(body)

(1) Background subtraction based on
frame differences
(2) Extension of shapelet fea-
tures [SM07] to motion shapelets
to improve detection performance
(3) Sliding window approach used for
final detection

(1) High number of false positive detec-
tions in cluttered regions and segments
with high motion
(2) Detection is performed in every
frame
(3) Tracking algorithms could increase
the performance in terms of speed and
accuracy

Song
et al.
[SQX+06]

Birds (body) (1) Non-parametric motion filtering
based on GMM
(2) Elimination of remaining false posi-
tives using temporal difference filtering

(1) Amount of data to be manually an-
alyzed by ornithologists could be de-
creased significantly
(2) Many false positive detections
caused by background motion
(3) Number of missed detections re-
mains unclear

Khorrami
et al.
[KWH12]

Multiple an-
imal species
(body)

(1) RPCA for foreground-background
separation
(2) Local entropy over small regions
in combination with large displacement
optical flow for refinement

(1) False positive detections caused by
high degree of motion due to rain or
snow
(2) No restriction to a certain species
(3) Only one animal at a time can be
detected
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Category Reference Species Description Notes

Zeppelzauer
et al.
[Zep13]

Elephants
(body)

(1) Learned color model and SVM for
foreground-background color classifi-
cation
(2) Optical-flow based tracking
(3) Post-processing to decrease number
of false positives

(1) Algorithm is claimed to by insen-
sitive to pose variation, lighting, and
number of individuals
(2) Algorithm would fail for gray-scale
and infrared video footage often used
for animal monitoring

Table 4: Overview of state-of-the-art algorithms for animal detection in images and video footage.
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2.4.3 Species Classification

Responsible partner/ Author: FHG / Alexander Loos
Related Technology Enablers: TE-xxx, TE-xxx

After the automatic detection of animals in images and videos automatic approaches for species
classification can be applied. It is therefore crucial to review state-of-the-art techniques for automatic
species recognition since they are important for selected MICO showcases.

Besides individual identification of animals in audio-visual footage, the development of automatic
routine procedures to reliably classify the species of detected animals arose interest of researchers and
computer scientists within recent years. Taxonomic classification of animals is a prerequisite for many
biological questions such as biodiversity conservation and natural resource management [SWJ+09].
However, to date only few automatic routine procedures have been proposed in the literature to classify
the species based on their morphological traits. The development of computer-vision algorithms to au-
tomatically identify the species of an animal is not a trivial task because
(1) individuals of a given species may differ drastically in their morphology due to phenotypic variations
caused by age or environmental conditions and
(2) different species may have similar morphological traits because many taxonomic groups often com-
prise thousands of species [GO04].
An enormous amount of progress has already been made in the field of automatic insect classification.
Three of the most promising systems which are frequently used by experts to reduce the burden of man-
ual classification of specimens are ABIS [Ste00], SPIDA-web [RDHP07], and DAISY [O’N10]. Within
this report a coarse outline of these systems as well as more recent approaches is given. For a state-
of-the-art overview of the above mentioned animal classification frameworks the interested reader is
referred to [GO04, SWJ+09, LDZ+07, Mac07].

The Automated Insect Identification System (ABIS) was one of the first sophisticated approaches
for automatic taxonomic categorization of bees based on the venation of their wings [Ste00, ASSW01,
Sch01b]. Each bee is manually positioned under a microscope with background illumination in stan-
dard pose. For classification, the system follows a hierarchical approach by first determining a set of
key wing cells, the area between veins, based on line and intersection detections. A set of low-level
descriptors is subsequently extracted for initial classification in order to select a certain pre-defined
deformable venation template saved in an external database. Once the template is fitted to the wing
image, remaining cells can be reliably detected and the previously extracted feature vector is extended
with a number of features obtained from the intensity values within a sampling window [ASSW01]. A
Support Vector Machine (SVM) and Kernel Discriminant Analysis (KDA) are finally used for classifi-
cation. The system is known to perform well even for bee species that are known to be hard to classify
even for human experts. Although the features used to classify bee species are known to perform well,
they make the system very specialized to a certain kind of insect. Another system commonly used by
experts to distinguish between different spider species is called Species Identification, Automated and
web-accessible (SPIDA-web)12, introduced by Russel and Do in [RDHP07, DHN99]. The proposed
algorithm utilize artificial neural networks (ANN) to classify spiders based on their external genitalia.
Direct user interaction is required to annotate the region of interest within an image gathered under a
microscope with constant background lighting. The wavelet coefficients of Gabor filters are used as
input for multiple back-propagation neural networks trained for each species separately. Preliminary
results for female spiders presented in [RDHP07] indicate that SPIDA-web is capable to achieve accu-
racies up to 95%. Although it was claimed by the authors that the system was created as a generalized

12http://research.amnh.org/iz/spida/common/index.htm Last visit: January 17t h, 2014
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classification system it was to date only tested on spiders. To overcome these limitations O’Neill et al.
proposed a generic identification system based on pattern recognition called Digital Automated Identi-
fication System (DAISY)13 in [O’N10, O’N07]. While the first version of DAISY [OGGW00] exploited
the Eigenfaces approach originally developed for human face recognition [TP91a], the core classifi-
cation algorithm of the recent version of DAISY is based on a neural network approach called plastic
self organizing maps (PSOM) [O’N07]. The system has been successfully applied to a variety different
insect species such as bumblebees, moths, wasps, midges, butterflies, larvae, and spiders. Although the
results achieved by DAISY are comparable to the performances of specialized systems such as ABIS and
SPIDA-web, user interaction is still required to manipulate the specimen, capture the image, and segment
the region of interest which ultimately hampers the throughput of these systems for large datasets.

In the recent past a considerable amount of literature has been published on insect classification
to overcome the limitations of ABIS, SPIDA-web, and DAISY. An autonomous system for bee classifi-
cation named DrawWing14 was proposed by Tofilsky in [Tof08]. Unlike ABIS, Tofilsky’s approach is
not only based on standard morphometry of wing venation but also on characteristic landmark points,
so called geometric morphometrics. Because points of interest are automatically located by the soft-
ware based on vein junctions, no user interaction is required to align wing images. However, before
image capturing the wings should be detached from insects bodies to achieve good results, which not
only requires a significant amount of user interaction to prepare the specimen but also harms the ani-
mal before classification. In [LDZ+07], Larios et al. proposed a combined hardware-software system
for automatic taxonomic insect classification using histograms of local appearance features. To auto-
matically categorize stonefly larvae to the species level, the authors developed a mechanical system for
photographing the specimens under a microscope and provided a software tool for region detection,
feature extraction and classification. Larios et al. propose a Bag-of-Words approach [CDF+04] where
in a first step three different detectors are used to locate regions of interest. Each detected region is
subsequently represented as SIFT features [Low04] and k-means clustering over all descriptor vectors
is applied to build the keyword dictionaries. Codewords are then defined as the centers of the learned
clusters. Thus, each detected patch of the larvae is mapped to a certain codeword through the clustering
process. Each input image can therefore be represented by the histogram of codewords. The combi-
nation of three different detection algorithms boosts the performance of the algorithm significantly and
outperforms systems solely based on only one of the used detectors, achieving accuracies of up to 82%
for a four-class problem. A similar approach named BugID was used by Lytle et al. [LMMZ+10] for
automatic classification of benthic invertebrate samples. Similar to the approach by [LDZ+07], Lytle
et al. apply three different region detectors to localize object instances at different scales and shapes.
Each detected region is represented by SIFT features [Low04] and subsequently compared to samples in
the database using random forest matching approach [Bre01]. However, while previous approaches for
insect classification treat the problem in a closed-set fashion, Lytle et al. propose to utilize an open-set
classification scheme. While in closed-set classification it is assumed that all possible classes are known
to the system, an open-set system first has to decide if a probe is known to the system before it is actually
assigned to a certain class of the training set. Such a procedure helps biologists to quickly identify novel
species not yet present in the database which, according to [LMMZ+10], is the common scenario for
most field-collected samples. The experiments on a dataset of 9 different species shows that 94.5% of
correctly accepted samples was classified correctly while most unknown species were correctly rejected
by the system. In 2012, Utasi proposed a local appearance feature based approach for automatic cate-
gorization of tarantulas in [Uta12]. While SPIDA focus on the external genitalia of spiders to classify
the species, Utasi et al. followed a more general approach by using local color descriptors known as

13http://www.tumblingdice.co.uk/daisy Last visit: January 17th, 2014
14http://drawwing.org/ Last visit: January 17th, 2014
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colorSIFT [BG09], a variant of SIFT applied to different color channels. After feature extraction the
Bag-of-Words (BoW) model [CDF+04], a histogram representation of visual features, is adopted to
obtain a more compact and meaningful representation. In [Uta12] the authors compare different state-
of-the-art classification methods such as Naı̈ve Bayes Classification, linear Support Vector Machines
(SVM), and Supervised Latent Dirichlet Allocation (sLDA) [BNJ03], were the latter performed best
with an accuracy up to 77% on a dataset of 7 different species.

Although the majority of proposed algorithms for species classification are specialized to categorize
insects, there has been an increasing amount of literature on classification of larger animals such as fish,
reptiles or mammals in recent years. In 2010, Rodrigues et al. presented an approach for automatic
classification of fish species in [Rod10]. For feature extraction the authors propose to apply Princi-
pal Component Analysis (PCA) on vectorized color channels in the YUV color space to encode both
brightness and color information. Next, unsupervised clustering techniques based on two immunolog-
ical algorithms, Artificial Immune Network (aiNet) [dCvZ01] and Adaptive Radius Immune Network
(ARIN) [BBCZ05], are utilized in order to find natural groupings of features extracted from different
individuals of different species. By this means the resulting clusters refer to features gathered from
individuals of the same species. Finally, a Nearest Neighbor Classifier based on the distance between
a new feature vector and the obtained cluster centroids is used for classification. The proposed algo-
rithm is evaluated on a dataset of 4 different fish species and compared with a SIFT matching approach.
Although the system outperformed SIFT matching and achieved an overall accuracy of 92%, several
images of only one individual per species was present in the dataset, which makes it hard to estimate the
generalization capability of the system. Furthermore, the dataset was gathered in a controlled environ-
ment with constant background to eliminate variations resulting from background clutter and challeng-
ing lighting conditions which are often present in a real-world environment. Spampinato et al. proposed
a complete system for fish detection, tracking, and classification operating in natural underwater en-
vironments in [SGD+10]. For detection and tracking the authors used an approach developed in their
earlier work [SCBNF08] (see section 2.4.2). Based on the regions of interest obtained from detection
and tracking the authors subsequently extract a number of texture and shape descriptors. The texture of
the object is described by statistical moments of its gray-scale histogram, Gabor wavelets, and various
properties of the gray-level co-occurrence matrix. Shape information on the other hand is characterized
by histograms of Fourier descriptors of the object boundary obtained from the Curvature Scale Space
(CSS) image proposed by [AMK99]. Principal Component Analysis (PCA) and Discriminant Analysis
are finally applied for feature space transformation and classification, respectively. An average classi-
fication accuracy of 92% was achieved on a dataset of 10 different fish species gathered under realistic
real-world underwater conditions which shows the applicability of the proposed algorithm.

Also the classification of mammal species has drawn the interest by a number of computer vision
experts. Kouda et al. for instance proposed a system to reliably differentiate between raccoons and
raccoon dogs, which look very similar in shape and appearance, in [KMF11]. The authors developed
an intelligent camera trap based on face detection and recognition techniques for population monitoring
for these two species. Face detection is based on Histogram of Oriented Gradients (HOG) [DT05] in
combination with a Support Vector Machine (SVM) for classification. However, according to Kouda
et al. a reliable differentiation between raccoons and raccoon dogs is not feasible based on the detection
confidences. Therefore, the authors train a second SVM for species classification based on features
obtained from the Discrete Cosine Transform (DCT) and feature selection. Another study by Wilber
et al. uses lightweight techniques for animal detection and classification that can help biologist to study
squirrels and tortoises in the Mojave Desert using mobile devices [WSL+13]. For animal localization
the authors apply the keypoint detection algorithm used in SIFT [Low04] to extract a number of sparse
keypoints. Around each detected point of interest a Local Binary Pattern (LBP) [AHP06] based descrip-
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tor is extracted and a 1-class SVM is applied to classify between target objects (squirrel and tortoises)
and objects that are not of interest. For species classification Gabor features are extracted from the
automatically obtained regions of interest and a multi-class SVM is used to differentiate between three
different squirrel species. Results on a self-established dataset shows the effectiveness of the proposed
algorithm with an average recognition rate of around 78%.

Afkham et al. on the other hand proposed to use joint visual texture information of detected ani-
mals and their background for animal classification [ATEP08]. Therefore, an additional segmentation
algorithm to extract the animal from the background is obsolete. The authors apply a method adopted
from visual object categorization based on a visual word dictionary generated from Markov Random
Field (MRF) descriptors [VZ03]. Furthermore, Afkham et al. propose to apply a joint probabilistic
model in order to obtain more discriminative features. The main idea of applying joint probabilities is
to capture the likelihood that different visual words appear in the neighborhood of each other which
implicitly encodes the information about context and the background surrounding the object. The pro-
posed approach achieved promising results on a publicly available dataset of 1,239 images of 13 animal
species. A particularly interesting and sophisticated approach for automatic animal categorization of
wildlife pictures captured by remote camera traps was developed by Yu et al. in [YWK+13]. The sys-
tem exploits the sparse coding spatial pyramid matching (ScSPM) paradigm proposed in [YYGH09],
a method for general object categorization. The algorithm first extracts dense SIFT features and LBP
descriptors on a manually cropped image region. The weighted sparse coding scheme for dictionary
learning, originally proposed by Wang et al. in [WYY+10], is utilized to generate a compact dictio-
nary that can sparsely represent the incoming descriptors with minimum error. Subsequently, spatial
pyramid matching, an extension of the Bag-of-Words (BoW) approach, is used to model the spatial
layout of local image features at multiple scales. A linear SVM is finally used for classification. On
a challenging self-established dataset of 7,000 images of 18 species gathered under natural conditions
from autonomous camera traps, remarkable results could be achieved by the system with an average
recognition rate of 82%. However, although a variety of algorithms for automatic detection of animals
in video footage exist (see section 2.4.2), manual segmentation of the animal is required in the proposed
framework.

2.4.4 Face Recognition

Responsible partner/ Author: FHG / Alexander Loos
Related Technology Enablers: TE-xxx, TE-xxx

Automatic face recognition is one of the most challenging problems in the field of computer vi-
sion and image understanding. It has therefore been one of the most successful applications of image
analysis and received significant attention by many researchers and computer scientists over the past
three decades. The reasons for this trend are twofold: First, feasible technologies for automatic
face recognition in images or videos have a wide range of many commercial and law enforcement
applications such as advertising, market research and surveillance and are therefore also important in
the context of selected MICO showcases. Second, after more than 30 years of research, significant
progress has been made in the field of automatic face recognition and biometric identification and
algorithms for robust and accurate identification are nowadays commercially available. Table 5 gives
an overview of some commercial face recognition systems.

Commercial Product Company Website

FaceVACS Cognitec http://www.cognitec.com/
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Commercial Product Company Website

SEKUFace EUROTECH http://www.eurotech.com/en/products/
SekuFACE

FaceExaminer MorphoTrust http://www.morphotrust.com/
Technology/FaceRecognition.aspx

IWS Biometric Engine ImageWare Systems http://www.iwsinc.com/
BioID BioID AG https://www.bioid.com/
Visual Casino 6 Biometrica http://biometrica.com/
MFlow Journey Human Recognition Systems http://www.hrsid.com/company/

technology/face-recognition
Picasa Google http://picasa.google.de/intl/de/
IPhoto Apple Inc. http://www.apple.com/mac/iphoto/

Table 5: Available commercial face recognition systems for surveillance and entertainment. Note that some of the links might
have changed.

Completely autonomous face identification systems usually consist out of three main parts: face
detection, face alignment, and face recognition. In the field of face and object detection, plenty of re-
search work has been carried out during the past ten years, see also [Gar04]. In general, approaches
can be distinguished into attention-based, appearance-based, feature-based and rule-based methods for
object and face detection. Object-based methods use color or motion information, and hence cannot be
used in grey value images and still images. Appearance-based methods use neural networks and work
directly on grey value images, providing exact results and high recognition rates, while being compu-
tationally expensive. Feature-based approaches combine high detection rates and efficient processing,
but have the drawback of high false-positive rates. Finally, rule-based approaches, which use heuristics
like geometric knowledge about occurring curves within the face, are efficient but have comparatively
low recognition rates. One of the best-known face detection approaches is the one from Viola and Jones
[VJ01], which has been implemented as part of the publicly available OpenCV-Library15. The approach
uses boosting for training and Haar-wavelet like features. Its drawback is the use of relatively complex
features which are computationally expensive. A similar approach is [KE06], which includes improve-
ments regarding feature extraction, grid search and feature combination, using less complex features in
a first classification phase, and more complex features in a second classification phase. One out of three
feature types can be applied: edge orientation features, census features [ZW94], also known as local
binary patterns [OPH96], or scaled versions of census features. By considering only local intensity dif-
ferences, the features are robust against illumination changes. Each classifier consists of look-up tables
which are built up during offline training using Real-AdaBoost [SS99]. For a complete review of face
detection algorithms the reader is referred to [ZZ10, Gar04]

Face recognition applications itself are mainly used for three tasks:

1. Verification (one-to-one matching): The face recognition system has to determine if the person
on the image is who he/she claims to be.

2. Identification (one-to-many matching): Out of a limited set classes, the face recognition system
has to determine the identity of the person of the image.

3. Watch-List: In an open-set classification scheme the face recognition system first has to decide if

15http://opencv.org/ Last visit: April 25th, 2014
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a person is known or unknown, i.e. is part of the training set. If not, it has to reject the person as
impostor. If however the person is known to the system it has determine his/her identity.

Automatic visual facial analysis and face recognition in particular is one of the most challenging
tasks in object recognition. First, although rigid object detectors are generally used to localize faces in
images and videos the human face generally is a highly deformable object. Different facial expressions
for instance can vary the visual appearance of a face significantly. Moreover, numerous other extrinsic
and intrinsic factors may cause the appearance of a face to vary [GMP00]. Intrinsic factors are purely
influenced by the physical nature of the face such as age and different facial expressions. Extrinsic
factors on the other hand arise from outside of the individual. These factors include illumination, pose,
occlusion, scale and imaging parameters such as resolution, focus or noise among others. Thus, a facial
recognition system should be robust against those kinds of image variation and a dataset for thorough
evaluation should include such factors. However, face recognition algorithms are often evaluated on of-
ficial benchmark datasets gathered under laboratory conditions where they usually perform quite well.
Once such techniques are applied in real-world environments often a significant decrease in performance
can be observed. However, recently published Labeled Faces in the Wild (LFW) dataset [HRBLM07]16

provides a challenging benchmark dataset to test face recognition approaches in unconstrained condi-
tions. An important part of face recognition research is a thorough evaluation and benchmarking of
developed algorithms including a detailed reporting of the experimental setup. The Face Vendor Recog-
nition Test (FRVT)17 for instance provides independent evaluations of commercial and academic face
recognition algorithms under challenging and realistic conditions using standard performance measures.
This not only helps the face recognition community to identify future research directions but is also an
opportunity for researchers to easily evaluate reported results and benchmark their systems against state-
of-the-art algorithms as results become independently reproducible.

Machine vision for automatic face recognition has not only attracted interest of computer scientists
but from diverse scientific disciplines such as image processing, pattern recognition, computer vision,
machine learning, computer graphics, and psychology. This and because of the vast and diverse amount
of literature published in the field of automatic face recognition makes it difficult to find a generic taxon-
omy of face recognition algorithms. Moreover, a complete literature survey of existing face recognition
techniques is out of the scope of this report. For a more complete and detailed overview of the state of
the art in automatic machine vision approaches to identify humans by their face the interested reader is
referred to [AAA+11, CWS95, ZCP03, JA09, TEBEH06, Vij13].

According to [JA09] face recognition techniques can broadly be divided into three main categories
based on their image acquisition protocol:

1. Algorithms that utilize data from multiple sensors, e.g. stereo cameras, infrared cameras or 3D
sensors.

2. Methods that operate on intensity images obtained from a single camera.

3. Techniques that perform face recognition in videos.

In this report we concentrate on the second category which is by far the most applicable one in real-world
non-intrusive situations. Furthermore, for face recognition in video often the techniques developed for
still images are applied to a few selected frames after face detection and tracking [CWS95]. However,

16http://vis-www.cs.umass.edu/lfw/ Last visit: April 22nd, 2014
17http://www.nist.gov/itl/iad/ig/frvt-home.cfm Last visit: April 15th, 2014
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recently approaches were proposed which incorporate multiple modalities in order to increase the per-
formance of a face recognition system. Steffens et al. [SEN98] utilize stereo information to increase
the robustness of the system while [CCJP99] exploits visual and audio information.

Early approaches developed in the early and mid-1970s measured facial attributes such as the
distances between certain facial landmark points and used these as unique features for identifica-
tion [Kan73, Kel70]. However, a precise automatic localization of facial landmarks is hard to achieve
in practical applications. Moreover, simple distance measures are usually not robust to the intrinsic and
extrinsic factors explained above. However, with the progress on statistical and machine learning tech-
niques in the early 1990s, new interest in automatic face recognition approaches arose. Zhao et al.
devide face recognition methods for intensity images into three main categories [ZCP03]: Holistic
Appearance-based Approaches, Local Keypoint Methods, and Hybrid Techniques.

Holistic Appearance-based Approaches Holistic approaches are of the most successful and very
well studied techniques for human face recognition. They use the whole face image as input to the recog-
nition system. Many holistic techniques even use the raw gray scale pixel intensities as features. These
methods are often based on subspace methods such as Principal Component Analysis (PCA), Linear
Discriminant Analysis (LDA), Locality Preserving Projections (LPP) or even random projections. Here,
the high dimensional vectorized face images of size are usually projected into a lower dimensional sub-
space of size using a unitary projection matrix. The resulting low-dimensional feature vectors can then
be used for classification. Typical implementations of holistic appearance-based approaches are Eigen-
faces (PCA) [TP91b, TP91a], Fisherfaces (LDA) [BHK97], Laplacianfaces (LPP) [HYH+05, He05] ,
Randomfaces [WYG+09]. These methods are solely based and simple gray-scale information. How-
ever, a lot of effort has been put into the development of compact yet discriminative feature represen-
tations (see section 2.4.1). These descriptors are also used in the context of face recognition. Gabor
features for instance are known to perform well in face and pattern recognition tasks for humans. Re-
cently, Gabor features have been used in combination with the Sparse Representation Classification
(SRC) scheme by [YZ10] and outperformed the original Randomfaces algorithm by [WYG+09], which
uses basic pixel information as features. Furthermore, Ekenel et al. propose to represent the appearance
of human facial regions using the Discrete Cosine Transform (DCT) on non-overlapping blocks of the
aligned face [ES05, Eke09, SES07]. Ahonen et al. were the first who applied LBP to the field of face
recognition [AH04, AHP06]. Like in the BDCT approach by [ES05] the face image is first divided into
equally sized non-overlapping blocks. A LBP histogram is extracted for each region and the final fea-
ture vector is formed by concatenating the resulting histogram sequences. Ahonen et al. propose to use
a simple χ2-distance based nearest neighbor approach for classification. One known disadvantage of
LBP however is that it may not work well on noisy images or flat regions such as cheeks or the forehead
of human faces due to its thresholding paradigm which is solely based on the gray level value of the
center pixel. Moreover, the reliability of LBP in known to decrease significantly for large illumination
changes and shadowing. To overcome these limitations, Tan and Triggs proposed to replace LBP with
a three-level operator called Local Ternary Patterns (LTP) in [TT10]. In 2005, Zhang et al. successfully
combined Gabor wavelets and Local Binary Patterns to form a new face descriptor called Local Gabor
Binary Pattern Histogram Sequence (LGBPHS) [ZSG+05]. First, so called Gabor Magnitude Pictures
(GMPs) are obtained by convolving Gabor wavelets of different rotations and scales with the gray-scale
input image. Each GMP is then divided into equally sized non-overlapping regions from where LBP his-
tograms are extracted and concatenated to form the final face representation. For recognition, histogram
intersection is used to measure the similarity of concatenated histograms and the nearest neighbor clas-
sification paradigm is applied to obtain a final decision. Experimental evaluations on publicly available
benchmark datasets showed the effectiveness and robustness of the proposed approach.

44



underlying
practice
Although some of the above mentioned methods try to incorporate local information by applying

features that efficiently describe the region within a local neighborhood or by dividing the facial image
into non-overlapping blocks, the outcome of each of theses approaches one single feature vector that
is a representation of the global appearance of the face. However, recently also other techniques were
proposed and evaluated that explicitly exploit local information. The most important and promising
ones are briefly reviewed in the subsequent section.

Local Keypoint Methods In contrast to holistic methods, face recognition techniques based on local
keypoints first try to detect distinctive facial landmarks such as eyes, nose, and mouth and then measure
the geometric relationship between those keypoints. Standard statistical pattern recognition algorithms
are subsequently employed to match extracted geometrical features. Early approaches in the field of
automatic face recognition were often based on these techniques. One of the earliest works in this
field date back to the mid-1970s [Kan73], where relationships such as distances and angles between
16 different markings were used for recognition. More recently, Cox et al. reported a recognition
rate of 95% on a dataset of 685 individuals. They manually annotated 35 different facial landmarks
and computed a 30-dimensional feature vector based on a mixture of distances is obtained from these
points. However, facial landmarks were still annotated manually. Therefore, a significant decrease
in accuracy can be expected for a completely autonomous system where the location of automatically
detected keypoints is consequently not as accurate.

However, with the recent success of local keypoint detectors robust powerful algorithms based on
local features were proposed. One of the most well-known methods is the Elastic Bunch Graph Match-
ing approach by Wiskott et al. in [WFKvdM97] which is based on Dynamic Link Structures [LVB+93].
In EBGM, faces are represented as labeled graphs where the nodes represent local textures obtained by
Gabor features (so called “jets”) and the edges represent the distances between nodes. Hence, a face is
represented as a collection of keypoints and their spatial arrangement. All instances of frontal faces in
the database are represented with the same kind of graph. A bunch graph is then created by combining
the graphs of all faces in the database. Hence, a certain node of a bunch graph represents the texture of all
variants of a specific facial landmark and the edges represent the mean distance between two keypoints.
More generally, a bunch graph is an abstract representation of object classes rather than of instances of
a certain object. Thus, EBGM takes advantage of combinatorics of facial landmarks to represent a new
face that was not seen before by the system. Recognition can then simple been done by comparing the
graph of the new face to all graphs in the database and take the one with the highest similarity score.
Albeit the fact that EBGM is one of the best performing algorithms for face recognition, it does suffer
from the serious drawback of extensive ground-truth annotation. According to [Suk00] elastic bunch
graph matching only becomes adequately dependable after manually placing the graphs for at least 70
training images. Moreover, due to the complex 3D structure of a human face the automatic placement of
keypoints becomes harder for off-frontal face images. However, a considerable amount of literature have
proposed techniques to recognize faces from their profiles [HKLR81, HRR78, KB76, LL99b, LL99a].
Another major drawback of EBGM is that it might not work well for data gathered from surveillance
cameras due to the low-resolution character of the images and video sequences [JA09].

Hybrid Techniques It is well known from psychophysics and neuroscience that both holistic and lo-
cal information are crucial for perception and recognition of faces. Thus, also a machine vision system
should utilize both. One of the first hybrid approaches called modular eigenfaces was presented by Pent-
land et al. in [PMS94] where the authors extended their earlier system [TP91b] towards eigenfeatures
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such as eigeneyes, eigenmouth, etc. Experiments in [PMS94] indicate that eigenfeatures extracted on
different regions of the face are much more robust against different facial expressions than the holistic
eigenfaces approach of [TP91b]. This supports the claim that locally extracted features are well suited
for images with large variations. Another interesting biological inspired approach for hybrid face recog-
nition called Local Feature Analysis (LFA) in combination with PCA was presented by Penev and Atick
in [PA96]. Unlike the global eigenmodes, LFA gives a description of the face in terms of statistically
derived local features and their positions. In [PA96] the authors successfully combine the global face
representation extracted by PCA and the local information by LFA to enhance the recognition perfor-
mance of both modalities alone.

Also flexible models such as Active Shape Models (ASMs) and Active Appearance Models (AAMs)
which use both shape and gray-level information have been used to recognize faces [LCC95, ETC98].
ASMS and AAMs are statistical models generic objects that are deformable so they can fit themselves
to the shape of an object in a new image. After the flexible appearance model was fitted to a new face,
shape parameters as well as local gray-value information at each model points are collected. Then, the
face image is transformed to a mean face shape and shape-free model parameters can be obtained. All
three parameter-sets, i.e. shape parameters, local gray-value information at the model points, and the
shape-free model parameters are used for classification.

A pose and illumination invariant face recognition which combines 3D morphable models and
component-based face recognition techniques was presented by Huang et al. in [HHB03]. First, a
3D morphable model of a face of every person in the database is constructed based on three face images
in different poses (frontal, semi-profile, and profile). Once this model is constructed it can be used to
generate arbitrary synthetic images of the same person in various poses and different lighting conditions.
Then, a component-based face recognition system can be used to identify unseen test images. Similar to
EBGM, the main idea of component-based methods is to decompose a face into its main components,
e.g. eyes, mouth, and nose, and model the interconnections between them with a flexible geometrical
model. However, in Huang et al. simple gray-scale components were used instead of Gabor features
as in [WFKvdM97]. Although proposed system achieved impressive results in experiments conducted
in [HHB03], one major drawback of the system is that the generation of the 3D model is person-specific
and therefore requires cooperation in order to get high-quality images. However, recent success in face
recognition based on 3D morphable models might lead to powerful and robust face recognition algo-
rithms applicable in real-world environments [HV13, MLB+13]

A lot of effort has also been put into face recognition using neural networks. One of the first appli-
cations of neural networks to the field of face recognition was presented by Lin et al. in [LKL97] where
they proposed a probabilistic decision-based neural network (PDBNN) for identification. The system
was evaluated on two public benchmark datasets and achieved state-of-the-art results at that time. Later
a radial basis function (RBF) neural classifier was used by [EWLH02] to cope with the problem of
small training sets. A hybrid learning approach was proposed to train the RBF neural network. Evalua-
tion on publicly available datasets demonstrated the efficiency of the proposed learning algorithm with
regard to classification and learning efficiency. With the recent development and success of deep learn-
ing [Hin07, HOT06, Hin09], artificial neural networks regained attraction for face recognition. Most
recently, Taigman et al. [TYRW14] developed an algorithm called DeepFace which successfully com-
bines 3D modeling of a human face for alignment and a nine-layer deep neural network for recognition.
The system was trained on an extremely large dataset from Facebook consisting of four million facial
images belonging to more than 4,000 individuals. It was then tested on the Labeled Faces in the Wild
(LFW) dataset which is one of the most widely acknowledged benchmark dataset for face verification
in unconstrained environments, achieving an accuracy of 97.35% which is close to human-level perfor-
mance.
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2.4.5 A/V Error Detection and Quality Assessment

Responsible partner/ Author: FHG / Ronny Paduschek
Related Technology Enablers: TE-xxx, TE-xxx

Audio and visual (a/v) error detection and quality assessment (QA) has a high relevance to the
MICO - IO10 News showcase as the idea is to filter and rank videos based on a/v quality aspects.
Quality assessment in digital media mostly pursues a qualitative estimation of a/v footage, sepa-
rately [YRH+10]. For a/v QA there are different models to assess the quality in order to supervise and
finally to ensure the a/v quality. These models can be applied to the detection of errors in a/v footage as
the occurrence of errors affects the QA.

Reference Models Reference models depend on the presence of a reference signal, which belongs to
the original a/v footage on the supposition that the original is accurate and not compressed. Finally, one
can differentiate between three different reference models: The full reference model needs a reference
signal which is compared with the resulting signal. While the transcoding step a reference signal passes
encoder and decoder. In a second step the decoded test signal is compared with the test signal in
order to indicate possible quality variations between both signals. The reduced reference model uses
signal-descriptive features in terms of a fingerprint, instead of the full reference signal. However, in
many cases a reference signal is not available (no-reference case), i.e., there is no information about the
original signal. In such cases, the quality of a signal can be measured using the signal only and under
consideration of additional information about individual error characteristics [Tra01].

Video Quality Metrics Further on, one can differentiate between objective and subjective video qual-
ity (VQ) metrics. The Video Quality Expert Group (VQEG)18 deals with both in order to define VQ
standards and to develop new VQ measurement approaches. VQEG describes two methods of subjec-
tive quality measurement (SSCQE [KH08], SAMVIQ [Tho12]). Thereby, the video data is evaluated
by test persons without the existence of any reference videos. SAMVIQ is a standardized approach
and convenient for comparing the individual formats, codec, and bit rate of videos. ITU (Interna-
tional Telecommunication Union) Recommendation BT 500-11 or the technical review of the European
Broadcast Union (EBU) [KSWP05] provide further information about standardized subjective quality
assessment. Objective video QA models, like Mean Squared Error (MSE) [TLT+13] and Peak Signal
to Noise Ratio (PSNR) [NK13] are often used for reference-based measurement. In the past objective
VQ measurement techniques were developed considering characteristics of the human visual system
(HVS) [WBL02]. Structural SIMilarity (SSIM) is another reference-based measure. It is used to com-
pare local patterns of pixel intensities in order to estimate the similarity between two images [WBSS04]
[RW10]. The Laboratory for Image & Video Engineering (LIVE)19, practices research in the field of QA
with the focus on full an no-reference based analysis [SB12]. LIVE provides a large image and video
QA benchmark set, which is used in many publications [SSBC10] [RW10] [CSRK11]. The LIVE VQ
database contains ten uncompressed videos as references and 150 distorted (e.g. using MPEG-2 and
H.264 compression) videos created from the reference videos.

Error Detection Approaches While QA basically measures the signal’s quality with a single value,
error detection methods are intended to provide statements about the existence of artifacts and their po-

18http://www.its.bldrdoc.gov/vqeg/ Last visit: February 19th, 2014
19http://live.ece.utexas.edu/research/Quality/index.htm Last visit: February 20th, 2014
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sitions in the signal. Error detection in turn can be applied for QA. Digital video formats allow the de-
tection of errors in different ways: container-based (wrapped) by checking the integrity of the container,
data stream-based (coded), or base-band (decoded, on pixel or sample level) analysis. Error detection
for stream-based analysis is performed after available information is picked out from the header. Base-
band analysis is performed on decoded video frames considering intra-frame or inter-frame processing.
Base-band approaches are applicable to detect video encoder artifacts, such as blocking, ringing, or
blurring. Furthermore, visual errors can be located precisely up to a single pixel and intensities define
their appearance. A variety of audio-visual errors on container-based, stream-based, and signal-based
level are collected and discussed within a QC working group (Strategic Programme on Quality Con-
trol20) of the EBU. Due to the termed benefits base-band analysis has a major importance in the field of
VQ assessment.
In contrast to the upper mentioned reference-based VQ metrics, there is a lot of work done using no-
reference approaches [LJCM13] [FM05] [HTG09] in order to detect errors in a/v content. Furthermore,
no-reference base-band analysis preferably need available information about the individual characteris-
tics, occurrences and causes of errors. Major digital video standards, e.g. H.261, MPEG-1, MPEG-2
/ H.262, H.263, MPEG-4 part 2, H.264/MPEG-4 AVC, etc., rely on linear block transforms such as
the discrete cosine transform (DCT). These video codec formats are based on transform blocks (mac-
roblocks), with 8x8, 16x16, or any different sizes21 of luma samples. Early standards used motion
compensation relating on entire macroblocks, the transform block size has always been 8x8. Newer
formats provide enhanced prediction accuracy [STL04].
Consequently, the most common coding artifact is blocking, which occurs particularly at lower bit
rates [Vla00]. Blocking artifacts in images or videos are detected in different ways [Vla00] [YWK10]
[UF11]. Methods to detect further coding artifacts, as ringing and blurring are described in [BS05]
[LKH10] [LJCM13]. Coding errors as mentioned above are also applicable to be detected in images
as the information of only a single frame can be sufficient for their detection. In contrast and due to
their physical characteristics, the detection of ”temporal” errors like freezes [HTG09], (de-)interlace
artifacts [FC09], or field order correctness [Bay07] mostly need information of at least two consecutive
frames.
No-reference-based approaches result in measurement values which in most cases can directly be used
for QA if they are normalized in order to provide a comprehensible quality measure. Furthermore, QA
can be stabilized combining results of several error types assumed that specific errors only occur in
combination or not at the same time. Same can be applied when container information is cross-checked
with audio and/or video error detection results.

2.4.6 Temporal Video Segmentation

Responsible partner/ Author: FHG / Ronny Paduschek
Related Technology Enablers: TE-xxx, TE-xxx

The increasing amount of multimedia information leads to a greater need of efficient ways to re-
trieve and to search the content of interest. Temporal video segmentation (TVS) can considered as
a first step towards automatic annotation of digital video for browsing and retrieval [KC01] in order
to automatically extract the structure of videos. TVS comprises a lot of video analysis methods for
temporal video feature extraction, e.g. keyframe extraction, shot similarity detection, or shot structure
analysis in order to analyze the frequency of consecutive shot boundaries. All these methods can be

20https://tech.ebu.ch/groups/qc Last visit: March 26th, 2014
21Prediction partitions can have seven different sizes, as 4x4, 8x8, 16x16, 8x4, 4x8, 8x16, and 16x8
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used for automatic video annotation, browsing, and retrieval. TVS also has a high relevance in the
field of dramatic composition of feature films [RS03],[Lie01]. The Text REtrieval Conference Video
Retrieval Evaluation (TRECVid22) encourages research in information retrieval and provides a large
collection of test data, a uniform scoring, and the opportunity of comparing their results [SOK06].
TRECVid also provides amongst others a shot boundary detection tool for evaluation issues and
comparison to other work in this domain. Following, the most common sub-domains of temporal video
segmentation are introduced.

Video shot detection Commencing with the extraction of temporal information by detecting video
shot23 boundaries, further temporal and non-temporal video analysis is able to be applied on the enclosed
video segment, defined by the detected video shot boundaries. Video shot detection provides basis for
existing video segmentation methods and can be considered as initial step for realizing further video
analysis tasks [Ham09]. Since video shot detection is a very meaningful task in the TVS domain, a lot of
work following different approaches, e.g. pixel-based, feature-based, histogram-based, statistics-based,
transform-based, motion-based methods, and combinations of them [NMF+98],[CLHA08],[Ham09]
has been done. A survey on shot boundary detection on the related work of the annual TRECVid can
be found in [SOD10]. [CGP05] gives a concisely overview of features and methods for shot boundary
detection.
Since video filters or cut effects are used in common post-production processes and thus characterize
the composition of video segments, automatic video shot detection followed by the detection of gradual
transitions is a very meaningful tool, especially for the feature film domain.

Gradual Transition Detection Similar to shot boundary detection transitions are detected by com-
paring two consecutive video frames by a distance function in order to compare the similarity between
a frame pair followed by defining thresholds to make a decision [BCM+05]. Further work deals with
training processes followed by a classification step, using neural networks [LZ01], or a probabilistic
based algorithm [Han02]. Progressive or gradual transitions can be separated into different types, e.g.
dissolves, fades, and wipes. In addition to that a lot of research has been done using color histogram-
based, standard deviation-based, and feature-based methods [ZMM99],[Lie01],[GC07] in order to de-
tect transition types in videos.

Keyframe Extraction A keyframe can be considered as a selected video frame that represents a video
segment depending on its content and with a high visual semantic importance. A simple keyframe can
be the first, last or an arbitrary frame of a shot, however without the consideration of visual semantics.
The size of a keyframe set can be fixed as a known priori, left as an unknown posteriori, estimated
by the level of visual change, or determined in order to find the appropriate number of keyframes
before the full extraction is executed [TV07]. In the literature automated detection of keyframes is
described in different ways: [SA07] uses MPEG-7 color descriptors [OCK+03] and texture features
locally extracted from keyframe regions. Each frame is described as in terms of higher semantic features
using a hierarchical clustering approach. [SG10] and [HCL04] introduce methods in the compressed
video domain. Further work on keyframe extraction methods is summarized in citeHXL:2011.

Shot similarity and Scene Detection The scene detection is based on the fact that video shots
belonging to the same scene have high visual semantic relations in order to be grouped into a high-level

22http://trecvid.nist.gov
23A shot can be regarded as a continuous sequence of video frames without any interruption and recorded by a single camera.
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story unit (scene). Since a scene is a complex and complicated concept information about film
dramaturgy and film-production techniques would be helpful in order to adapt these clues to a scene
detection algorithm.
Scene detection is handled differently in previous research work: [RS03] uses a keyframe comparison
method considering a similarity measure of a given shot with respect to previous shots. [TZ04] deals
with clustered shots based on background similarity by extracting visual features from selected regions
of keyframes. [TVD03] uses multi-resolution edge detection followed by a neighborhood visual
coherence measure at shot boundaries which in turn are estimated by taking similarity of colors into
account. A broad survey on scene segmentation and other important issues to video analysis and video
retrieval can be found in [HXL+11].

Temporal video segmentation is useful for the MICO - IO10 News showcase for validation, annota-
tion, and editing of (news) video segments. Keyframe detection can be used to provide thumbnails of
selected video segments for easier navigation.

2.4.7 Music Analysis

Responsible partner / Author: FHG / Jakob Abeßer
Related Technology Enablers: TE-xxx, TE-xxx

Speech-Music Discrimination The problem of automatically discriminating between speech and mu-
sic in audio recordings was first investigated in the late nineties among others by Scheirer and Slaney
[SS97]. Speech-music discrimination has many potential applications. For instance, dividing audio
streams into segments of music and segments of speech allows to effectively choose algorithms for sig-
nal enhancement and audio coding, which are usually specialized towards different characteristics of
these two signal types. Also, speech recognition applications benefit from a preliminary detection of
speech segments in order to avoid misclassifications. Special requirements towards real-time perfor-
mance and robustness to noisy signals arose from the application of speech-music discrimination in the
monitoring of telecommunication systems and broadcasting services such as radio channels.

In the literature, speech-music discrimination is usually considered as a two-class classification prob-
lem. Occasionally, some authors include additional classes such as silence or environmental sound
[PT05]. Spoken voice is commonly assumed to have a limited bandwidth, strong energy fluctuations,
as well as short durations of acoustic events (vowels and consonants). On the other side, music sig-
nals are modeled as mixture of harmonic (tonal) and percussive (noise-like) note events. The harmonic
notes most often show constant fundamental frequency values (apart from modulation techniques such
as vibrato and glissando) whereas speech commonly shows continuous fluctuations of the fundamental
frequency over time.

Most of the features that have been applied for speech-music discrimination so far are low-level
and mid-level features from the field of speech recognition and music information retrieval (MIR). Fu
et al. propose a categorization of features into four categories [FWX09]. The first group of features
such as the root mean square (RMS) or the modulation energy, relate to the dynamic properties of an
audio signal and characterize the signal amplitude. The second group of features describe the short-time
magnitude spectrogram of the signal using different statistical measures such as the spectral centroid,
spectral flux, spectral roll-off, or zero-crossing rate [PT05]). The third group of features such as Mel
Frequency Cepstral Coefficients (MFCC), which are also applied for speech recognition, Delta Cepstral
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Energy [CPLT99], Power Spectrum Deviation, and Modified Low Energy Ratio (MLER) [WGY03]
describe the spectral envelope. The last group of features such as the Average Pitch Density (APD)
[FWX09] describe the tonal characteristics and the temporal progression of the fundamental frequency.
With all these features being computed on short time frames of length 10-20 ms, the pulse metric and the
rhythm metric proposed by Scheirer and Slaney [SS97] and Jarina et al. [JOMM02] are computed based
on long-term autocorrelation in order to recognize music segments based on characteristic (rhythmic)
repetitions. For the statistical modeling of the classes, common approaches such as Gaussian Mix-
ture Models (GMM), Hidden Markov Models (HMM), Support Vector Machines (SVM), and Bayesian
Networks are applied.

Most papers use clean audio signals for evaluating the speech-music classification. Fu el al. dis-
cussed that additional noise and channel distortions must be taken into account since they occur in
real-life applications [FWX09]. In order to avoid algorithms that are specialized only to a small set of
musical styles and languages, Carey et al. emphasized that it is necessary to include a wide selection of
music genres and languages into the evaluation set [CPLT99]. State-of-the art publications achieve up to
97 % accuracy [PT05] on clean audio data. The classification accuracy was shown to decrease with de-
creasing signal-to-noise ratio, e.g., Fu et al. reported an accuracy of 81.7 % for an SNR of 5 dB. Among
others, future work must address open problems such as mixed segments that include both music and
voice.

Music Annotation Only a small number of products and companies are active in the field of automatic
music metadata enrichment. All of them offer their services for international customers via internet ser-
vices. Established companies like AllMusic24 or MusicLine25 provide conventional music metadata
such as reviews, production metadata and recommendations. All data is manually entered by editors.
This is of course very costly and has a long reaction time for new releases. The few companies that offer
more automatized music metadata services are also very young ones. The most prominent one is prob-
ably the US-based company EchoNest26, though its open API, it offers access to their services for any
developer. Another US-based company is OneLlama27, in Europe there are BMat28 and MusicDNA29.
They offer a variety of products or services but they do not cover the specific music properties that we
want to retrieve within our project. Besides state-of-the art internet technologies (e.g., RESTful webser-
vices), the technical background of these companies comes from the relatively young research field of
Music Information Retrieval (MIR). This discipline has emerged over the last ten years with the quick
proliferation of the internet and the MP3 format. It quickly became inevitable that suitable techniques
were needed to handle the large amounts of music content and corresponding metadata that is available
online [Brandenburg2009].

Music Similarity & Recommendation Rapidly increasing multimedia archives require for fast and
efficient algorithms for search, retrieval, and recommendation of music recordings. The majority of
music search and retrieval strategies rely on collaborative filtering [Cel08], i.e., they draw conclusions
about music data from the way consumers and experts interacted with it. The service Last.FM30 uses
collaborative filtering based on statistics about the listening behavior of millions of users. Based on these

24Retrieved online: http://www.allmusic.com/about
25Retrieved online: http://www.musicline.de
26Retrieved online: http://the.echonest.com
27Retrieved online: http://www.onellama.com
28Retrieved online: urlhttp://www.bmat.com/company/
29Retrieved online: http://www.musicdna.com
30Retrieved online: http://www.last.fm
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statistics, users are clustered into groups and music that one person in a group likes is recommended to
the others in the same group. Obviously, newly released songs that have never been heard before cannot
be recommended. The alternative to collaborative filtering is content-based search and recommendation.
One prominent example is the US-based internet radio service Pandora31, that recommends music based
on manually entered music metadata. It basically recommends songs that share similar profiles. Clearly,
the manual annotation of songs brings very relevant metadata, but is extremely expensive and time
consuming. Aupeo32 is a platform that uses automatic, content-based recommendation.

We want to pursue the same technology in our project, details about the planned approach and
the challenges are given in the next chapters. The project aims to develop a software application that
analyzes the content of large databases of digital music files and automatically determines descriptive
metadata about musical properties of these files. Existing services like Pandora have shown that the data
we want to extract is extremely valuable for personalized music search and recommendation. However,
Pandora uses manual annotation (labeling) of music files conducted by music experts. It is clear that this
is prohibitively expensive for large music databases. Instead, we want to extract this kind of information
automatically. The advantage is, that our application will be able to enrich the metadata of a music
database in a very short time frame and it can instantly process new music files that are ingested into the
database.

Figure 6 Principle approach of automatic music analysis.

Image 6 shows the principle flowchart of our approach. Music recordings are commonly represented
using a set of audio features. Suitable audio signal processing algorithms perform measurements of the
audio signal properties in short time intervals (around 10-30 ms). These features are a compressed rep-
resentation of the physical signal and quantify different perceptual and musical properties with regards
to rhythm & tempo, tonality & harmony, or timbre & instrumentation [BSW+11].

In the literature, a multitude of audio features have been proposed that can be used for this kind of
analysis. The most well-known ones originate from speech processing and are called Mel-Frequency
Cepstral Coefficients (MFCC [Sla94]). They are one example for so-called low-level features. If they
are further processed by statistical measurements or musically motivated post-processing schemes, one
can derive so-called mid-level features (e.g., TRAP [HS99]).

The notion of musical similarity is interpreted as the distance of two recordings within the feature
space. The similarity between two music pieces can be measured by computing the distance between
feature vectors e.g. using the Euclidean distance or the Earth mover’s distance. Another approach is
to model feature vectors from the same song as probability distribution in the feature space using for
instance Gaussian Mixture Models (GMM) and measure the distance between these distributions, e.g.
with the Kullback-Leibler divergence [ME05].

High-level properties such as instrumentation, music genre, or mood are often derived by learning
statistical models based on given training data sets (e.g., for guitar, violin, and piano) [JER09]. These
models allow to extract annotations not only for whole music pieces but also for segments of music
pieces. Hence, we can derive results such as “piano plays from second 0:00 to 0:30” and can store

31Retrieved online: http://www.pandora.com
32Retrieved online: http://www.aupeo.com
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this as a high-level feature in a database. In this supervised learning scenario, the challenge with these
approaches is that usually the low-and mid-level features are not directly linked to the desired high-level
attributes. This is often termed the “semantic gap” and usually becomes evident in low scores for the
achievable classification accuracy. One typical risk is that the machine learning components are used in
such a way that they are specifically tuned to the annotated data (so-called training set or ground-truth)
and achieve good recognition scores on these data. On real-world data, however they fail completely. It
takes experienced researchers to circumvent these situations.

2.5 Conclusions

The state of the art considerations of cross-media analysis quite naturally becomes a matter of the state
of the art in a number of promising, but more specific, types of analysis. For the broad case general
graph methods of Section 2.1.1 may be necessary, but for analyzing natural language much deeper and
more nuanced (and by necessity then more narrowly applicable methods) must be applied, as discussed
in Section 2.2. Finally, while flexibility of representation is important, the weight of authorship for
complex extractors cannot be expected to be passed onto non-experts, and as such the more restrictive,
but very hands-off interactive learning are an important addition. Notice, however, that this to some
extent forms a hierarchy, general graph systems can deal with text and trees, interactive learning can say
some things about text, and so on. A lot of potential power lies in the mixing and matching of tools and
techniques.

Such potential for combining approaches exists especially when textual and audio-visual extractors
are combined. For instance, as stated in section 2.4.1, the extraction of robust and descriptive visual low-
level features is a prerequisite for accurate detection and recognition of objects, animals, and faces in
particular (see section 2.4.2, 2.4.3, and 2.4.4). However, analysis of multimedia content which is solely
based on low-level visual feature extraction is quickly stretched to its limits. Incorporating multiple
modalities in form of audio, video, and text is crucial for more accurate and robust results. Hence,
MICO will focus on the development of such cross-model approaches that fuse multiple modalities.
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3 Metadata Publishing

3.1 Multimedia Modeling

Responsible partner: xxx
Related Technology Enablers: TE-xxx, TE-xxx

The human perception as well as the way content of media resources can be interpreted leads to
imprecision and subjectivity. Every human, depending on his social or cultural background, has his
or her own perception with respect to the actual meaning of a media resources content. Along with
this, only the context defines the semantically meaningful parts of a media resource. In this light,
Smeulders et al. [SWS+00b] defined (among others) two gaps that are present in all facets of multimedia
information retrieval. The first to mention is the sensory gap:

The sensory gap is the gap between the object in the world and the information
in a (computational) description derived from a recording of that scene.

With respect to the topics covered by this deliverable, the sensory gap is not in central focus. In
contrast to that, the semantic gap is omnipresent:

The semantic gap is the lack of coincidence between the information that one
can extract from the visual data and the interpretation that the same data have for a
user in a given situation.

The problem arising from the semantic gap is also depicted in the MICO Description of Work, and
the course of the project might produce outcomes that can help to solve it. Another big point that is
to be mentioned here, is the level of features that can be attached to a given multimedia item, which
are inherently present in the course of consuming multimedia. Namely, these are known as high-level
features and low-level features. The latter can (mostly) be extracted and defined by computers in an
automated fashion, and they describe particular characteristics and signatures like color, shapes, edges
or texture. These are used in a broad variety of strategies, but they also have different domains where
they are best fit to be used. Popular examples (from the MPEG-7 standard) are: Dominant Color,
Scalable Color, Color Structure, Color Layout, and Edge Histogram. The main difference between
the two feature levels is that low-level features do not contain semantic information. By involving
interpretations of the given multimedia item, meanings, semantics, and conclusions of the item can also
be inferred and utilized. This is something that can generally not be done automatically and accurately
by a machine, human interpretations are still needed in most cases. These fall into the domain of high-
level features, and annotating is a common way to achieve semantically enriched multimedia items. In
order to do this, the items can first be fragmented (see section 3.1.1), to achieve more refined process,
and then annotated accordingly (see section 3.1.2).

3.1.1 Fragmentation of Multimedia Items

The fragmentation of multimedia is common in the computational era of today. It has multiple advan-
tages when consuming the items, for example instead of describing the whole video, you can only adress
certain fragments of the video. As a consequence, the description gets more dignified. Just like the de-
scription, referencing subparts of videos or images is also possible and has never been easier. There are
several standards and approaches in terms of fragmentation of multimedia items. A very good overview
is given by [LWO+12]. Non-URI based methods exist, like MPEG-7 [Mar04b] or the Synchronized
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Multimedia Integrational Language SMIL33. Besides the inability to support the fragment as a URI, the
spatial and temporal information of the fragment is divided up into several different attributes. Both of
these points speak against the utilization of these standards in our context, as not supporting the frag-
ment with a single URI does not quite fit into the idea of Linked Data as well. MPEG-21 [BPVdWK06]
has got some improvements compared to the MPEG-7 standard concerning the URI and the syntax, but
seems to be over the top and to complex to fit.

The Multimedia Metadata Ontology [SS10] solves some of these shortcomings by supporting a
semantic description of rich, structured multimedia content. By doing so, the management, archival,
retrieval, and reusability of the content is increased tremendously. Also, the different (sometimes only
single) multimedia formats that are supported by the previous standards can be combined and reconciled.

The most promising approach is posed by the World Wide Web Consortium in form of the Media
Fragment URI 1.034, which itself is part of the Ontology for Media Resources 1.0 discussed in section
3.1.2. Here, the multimedia fragments are constituted by the URI of the original resource combined
with an addition for a URI fragment (depicted by a # character) or a URI query (depicted by a ? char-
acter). An example is the URL http://www.random.com/randomvideo.ogv#t=10,30, which leads
to a fragment only showing the seconds from ten through thirty of the video randomvideo.ogv. The
difference between a query and a fragment is that while the former produces a new resource, the lat-
ter will provide a secondary resource that is related to its primary item. There are four dimensions of
fragmentation supported by this standard. All of them are implemented by adding a key/value pair of
the specific dimension to the URL. Temporal features restrict the time interval that is shown to given
boundaries. The interval is half open, which means that the starting point of the given interval is al-
ways included, while the endpoint is excluded. Different time zones as well as time modes can also
be utilized. Spatial fragmentation restricts the visible screen area to a given rectangle in relation to the
format of the original multimedia object. The rectangle is specified by its x and y coordinates of its
upper left corner in addition to its height and width. All of these values can be declared as an amount of
pixels or a percentage value. Next to these two basic dimensions, the track and id dimensions are only
supported in the advanced version of the Media Fragments35. If there are multiple tracks supported in
the original media (for example english and german), those can be chosen via the track key, while the
id gives opportunity to select various named fragments if supported (for example chapters or scenes).
All of the dimensions can be combined using the & operator between the given key/value pairs. For an
exhaustive listing of the possible pairs, we refer to the aforementioned standardization respectively.

3.1.2 Annotation of Multimedia Items

For the multimedia content of today, a plethora and diversity of standards and formats exist. By enrich-
ing these multimedia items with metadata, it has become more and more feasible to manage and deal
with these files, but still there is a need of finding a mechanism to combine and channel all of this infor-
mation into one commonly understandable format or interface. This circumstance also applies for our
extractor step, that was depicted in WP2, as the input as well as the output holds a plurality of different
formats.

The process of annotating items in the internet as well as annotations themselves are also very
common and widely used in the web of today. Whether the tagging of photos and videos or adding
bits of text to extend the information and degree of knowledge about a certain content, annotating is
very popular. But, as it has also been the case for the fragmentation and aggregation, arising from this

33http://www.w3.org/TR/smil/
34http://www.w3.org/TR/media-frags/
35http://www.w3.org/TR/2011/WD-media-frags-recipes-20111201/
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multitude of places where annotations occur, many different styles of annotation next to methods of
saving, managing, and modeling them exist. As a consequence, many annotations can only be used in
the context they are created. Acting against this restriction, it is beneficiary to make use of a framework
that handles this kind of problem by enabling rules and mechanisms for annotations in terms of its shape
and creation.

In section 3.1.1, diverse standards have been mentioned which also had the idea of solving at least a
part of this problem, but most of them covered only a small percentage of the available content.

Tackling these problems, the Media Annotation Working Group (MAWG36) developed the Ontology
for Media Resources 1.037 [SBB+13]. The ontology currently incorporates 19 of the most commonly
used and known metadata formats (for example Dublin Core, EXIF, MPEG-7, OGG, ...) and seven
media container formats (Flash/FLV, MPEG-4/MP4, WebM, ...). By supporting a set of properties
which specify the basic metadata that is needed to describe common multimedia properties, as well
as a mapping that semantically connects existing vocabularies, divergating metadata standards are tied
together. Their set of core properties is based on the current common multimedia schemas and span from
20 descriptive metadata properties (like identifiers, genre, ratings, language, contributors, or creation
date) to eight technical metadata properties (like format, duration, or frame size). Descriptive semantics
clarify the use of the defined properties. The mappings from their vocabulary are backed up by a
subset of the SKOS vocabulary38 to specify to what extent the property of the ontology matches the
property of the given source model. The specifications are exactMatch, broadMatch, narrowMatch, and
relatedMatch.

Next to the ontology, the Working Group also established an API39 which is specified to global
interfaces with certain parameters. Through this API, an interoperable access to metadata information
on the web is enabled. It can be run in either asynchronous mode, where calls return without waiting
for the request to finish their execution, or synchronous mode, which represents the counterpart.

The Open Annotation Data Model40 (OADM) [HSSVdS11] is such a framework. It allows the
creation of annotations that are easily shareable between platforms while trying to satisfy complex
requirements and being as easy as possible at the same time. Starting from a simple base model - an
annotation object that has a body and a target, both being connected, with the body resembling the
annotation content and the target being the item that is to be annotated - adding different modules and
information allows the annotation to be made more specific and fitting to certain use cases. There is no
predefined protocol for transmitting the annotations, nor is there a defined way to store and maintain
them. Transmission is established by supporting a web-centric method without the need for servers and
clients, while the storage is covered by making available one serialization that describes the annotation
model itself. If there is the need for serializations of other models, those rules should be supported as
well.

The OADM is made up of a core vocabulary that can be extended by different modules if needed.
The modules are divided into Specifiers and Specific Resources41, Multiplicity Constructs42, and Pub-
lishing43. We refer to those specifications for further detail, as we will only cover the core functionality
here to get a better understanding of how the model and its annotations are built up. The whole model
makes use of an own namespace combined with vocabulary from different other commonly known, like

36http://www.w3.org/2008/WebVideo/Annotations/
37http://www.w3.org/TR/mediaont-10/
38http://www.w3.org/2004/02/skos/
39http://www.w3.org/TR/2014/REC-mediaont-api-1.0-20140313/
40http://www.openannotation.org/spec/core/index.html
41http://www.openannotation.org/spec/core/specific.html
42http://www.openannotation.org/spec/core/multiplicity.html
43http://www.openannotation.org/spec/core/publishing.html
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Dublin Core, FOAF, RDF/RDFS, and SKOS.
As already mentioned above, the baseline of every annotation is the same. It circles around the three

vocabulary items oa:Annotation, which specifies the base class, and the two relationships oa:hasBody
and oa:hasTarget. This is depicted in figure 7.

Figure 7 A basic annotation of the Open Annotation Model, adopted from the specification

anno1

body1 target1

oa:Annotation

oa:hasBody oa:hasTarget

rdf:type

From there, you can enhance different structures of the annotation by adding specific classes and
relationships. As side effects, annotations can be queried for the specific feature (for example you
only want the annotations that have a special type in combination with a semantic tag), and this does
also facilitate the process of interpreting the annotation at another time and place. For example, the
body and the target can contain typing information by adding a class (for example dctypes:image,
dctypes:sound) in conjunction with a rdf:type relation. Textual annotations can be treated a lit-
tle differently. In other vocabularies, the text of the annotation is the content of the class itself. The
OADM models it by using a node in combination with special classtypes (cnt:ContentAsText and
dctypes:Text) and supports a format (dc:format) as well as the text content itself (cnt:chars) via
relationships. Next to annotating content, tagging is also very commonly used. Tagging represents the
process of adding only single words or short phrases to your resource. Semantic tagging, as a subtype
of it, means the assignment of semantic concepts to your multimedia content, which can then lead to a
semantic resource. This resource can contain even more information about it (for example, adding the
semantic resource http://dbpedia.org/resource/Spain to a photo, additional information like the popula-
tion, geolocation, and so on can be accessed automatically). In terms of shape, normal tags are similar
to a text annotation, but are typed with oa:Tag, semantic tags are typed by the oa:SemanticTag com-
bined with the foaf:page relation that points to the document which the annotation is to describe. By
using the OADM it is also possible to annotate fractions of multimedia content instead of the whole
item by supporting the fragmentation information in the URI of the target. This can be done similar to
the fragmentation that we described in section 3.1.1. In specific cases it is useful to support annotations
that have no body or annotations that have multiple bodies and/or targets, which is also provided by the
model. This can be achieved by leaving out the body part of the annotation, or allocating multiple bodies
and/or targets respectively. Another important part of the core specification is the provenance informa-
tion that can directly be stored for every annotation. This is done by the relationships oa:annotatedBy,
which describes an agent that does the annotation, and oa:serializedBy, when the annotation is gen-
erated automatically by software. Both processes are supported by a property that defines the point of
time when the annotation has been created, which are oa:annotatedAt and oa:serializedAt. The
agent can further be specified by being typed (rdf:type) as foaf:Person, foaf:SoftwareAgent, or
foaf:Organization, and characterized more deeply by relationships or properties like foaf:name,
foaf:openid, foaf:mbox, or foaf:homepage. The last part of the specification deals with the motiva-
tion of an annotation, the reason why the annotation has been created. This is established by connecting
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the annotation object with the relation oa:motivatedBy to an instance of the reason. These are for
example oa:commenting, oa:highlighting, oa:replying, or oa:tagging.

3.2 Semantic Web-aware Description of APIs

Responsible partner: xxx
Related Technology Enablers: TE-xxx, TE-xxx

Besides annotation of media resources, the processing units encapsulated in RESTFul services have
to be described in a Semantic Web aware format. Those annotations create the basis for service or-
chestration handled by WP2. Following this, we will introduce three (standardized) approaches using
Semantic Web technologies:

OWL-S. OWL-S [MBH+04] has superseded the DAML-S44 specification and is intended to add a
semantic markup to Web services. From a design point of view, it is created as an upper ontology
based on the W3C OWL45 specification. The main aim of OWL-S is to enable automatic discovery,
invocation and composition of Web services, as well as the monitoring of their lifecycles. Figure 8
depicts the composition of OWL-S, which will be discussed next:

Figure 8 Composition of the OWL-S ontology
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Service class is the most general description for a published instance of a Web service. This class
holds the presents property meaning what the service does, supports property explaining how to
interact with the service and describedBy property defining how to use it.

ServiceProfile class encapsulates information to automatically discover the features of a service.
In addition to the feature description, the limitations of a service, quality of service parameter and
requirements are also part of this document.

ServiceGrounding class gives details on how the service can be invoked. Here, a communication
protocol, message formats and service-specific details (e.g., ports) are given. For each feature depict
in the ServiceProfile class, the ServiceGrounding class defines the serialization format of each
feature as well.

ServiceModel class explains how the features of a service can be used by describing semantic
content of requests, the conditions producing a result and the workflows.

44DARPA agent markup language for services, http://www.daml.org/services/
45http://www.w3.org/2004/OWL/
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OWL-S has been published as an official member submission in the W3C space.

Web Service Modeling Ontology. The Web Service Modeling Ontology (WSMO)46 [RKL+05] is
the result of joint research efforts of various EU projects. At its core, WSMO defines a conceptional
meta-model and a formal language – Web Service Modeling Language (WSML) – to generate semantic
descriptions of Web services. Besides those definitions, a reference implementation – Web Service
Execution Environment (WSMX) – is available to perform dynamic matchmaking, selection, mediation
and invocation of semantic web services based on WSMO.

Figure 9 Composition of the WSMO ontology
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The WSMO ontology is split up in four main components depict in Figure 9: Ontologies formalize
the actual domain knowledge and serve as the basis for inference. Goals model the users view in the
offered Web service process and therefore describe a users expectation of a functionality. Service De-
scription define technical aspects of the Web service. This includes its public interfaces, preconditions,
in- and output parameter and its behavior related to success or fault cases.

Mediators enable interoperability in terms of the data, process and protocol level. Here, mismatches
can be resolved and mappings are specified.

A major community concern in terms of the WSMO is that it has been designed isolated from
standardization bodies, such as W3C.

Hydra. Hydra [LG13] is one of the most recent attempts in the research community to enable the
semantic annotation of Web APIs. Its main aim is to simplify the creation of RESTful APIs, where the
incorporated resources are dereferenceable with IRIs.

In this regard, Hydra specifies a vocabulary to enable the server to advertise valid state transitions
that can be consumed by client applications accordingly. On the basis of this information, the client
is able to formulate new HTTP requests to get into another state or to trigger another operation. In
the vocabulary, the ApiDocumentation class is most central and serves as the main entry to a service.
Hydra’s Resource class is a subclass of RDF Resource class guaranteeing its dereferenceability. For
dynamically generated IRIs, the IriTemplate class specifies the characters and there composition for
a legal IRI construction on the fly. At its base, it consists of template and mapping declarations. To
invoke a service, the client retrieves Operation instances that define valid HTTP requests including
method, expects and returns parameter. To simplify APIs, Hydra is pre-equipped with definitions
such as for CRUD operations. A comprehensive overview of the vocabulary and usage examples can be
found at the current draft of the specification47.

46http://www.wsmo.org/
47http://www.hydra-cg.com/spec/latest/core/
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Hydra is a recently started community project48 in the W3C space and its members are currently
actively working on an official specifications.

3.3 Trust

Responsible partner: xxx
Related Technology Enablers: TE-xxx, TE-xxx

In order to maintain a functioning society in the real world, trust among the inhabitants of the
world as well as trust within the several layers of society is of great importance [Fuk95]. It is a logical
consequence that this holds also for online communities and market places. Further, trust is an essential
part of the Semantic Web Stack and therefore a foundation for the Web of Data in terms of quality
assessments [BHBL09]. There exist manifold definitions of the word trust. According to [AG07] the
following definition of trust is suitable for its application to the MICO domain based on the interaction
with data:

”Trust of a party A to a party B for a service X is the measurable belief of A
in that B behaves dependably for a specified period within a specified context (in
relation to service X).”

The most common way to infer trust is realized by taking the information of identity and rela-
tionships into account. This approach is based simply on knowing someone [GPH03]. The resulting
relationships can be visualized as a bi-directed graph, where a person is represented as a node and an
edge embodies the relationship.
But not only in the aforementioned topics can trust enhance the results and systems alltogether. Trust
is very often found in combination with recommender systems, as people tend to rely more heavily
on opinions and suggenstions made by people or friends they trust, rather then depending on a recom-
mendation solely made by a platform. This and the definition of trust is applicable for our purpose
of recommending different items to a given user. Recommendation scenarios arising from the MICO
project and use cases that can be enhanced by a trust-based component might be the following:

• The process of recommending an item X to a user A can be enhanced by increasing (or decreasing
if distrust is also considered) the score of the item X depending on the fact, that a person or friend
B of A has already liked (or disliked) the same item. In this case, the item X can be any content
or advertisement item. The trust is represented by a trust-value between user A to B.

• Trust could also be applied in MICO’s production chain, as trust and provenance will play a part
concerning the extraction process and metadata publishing. Trusted extractors will deliver higher
scores for the contemplated multimedia objects resulting in a higher relevance for the object to be
found and consequently be requested by the multimedia querying step.

The decision for a trust model splits itself in different topics as the calculation of a trust value in one
instance is segmented in multiple components. These will be covered in this section. Section 3.3.1 will
depict the different possibilities of illustrating trust values, while section 3.3.2 extends the interpretation
of trust by adding a ”negative” component in the form of distrust. When a trust value cannot be assigned
directly between the truster and its trustee (over one edge), third parties have to be included. Calculat-
ing trust over several edges requires the concept of trust propagation (section 3.3.4) to ”forward” trust

48http://www.w3.org/community/hydra/
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calculation and a subsequent trust aggregation (section 3.3.5) to sum up the multiple trust values into
one single resulting value for the truster. For these two concepts trust computation and different metrics
are applied, which are discussed in section 3.3.3.

3.3.1 Trust Representation

In nowadays trust-based systems the representation of trust values between two users is expressed in
one of two fashions: probabilistic or gradual. Probabilistic approaches assign trust values in a ”all or
nothing” manner and express, if a user A (the truster) can either trust another user B (the trustee) or
not. This fact is determined by a probabilistic value that is calculated for the truster. Subsequently,
the process computes a percentage to which extent the trustee B can be seen as trustworthy. [TPJL05]
make use of such a probabilistic approach for their model by tracking and remembering successfully
or unsuccessfully fulfilled interactions between a truster and its trustee. One interaction means that A
wants B to deliver a certain service, the outcome then depicts if B fulfills its obligations or not, which
corresponds to a value of ”1” for a successfull transaction or ”0” otherwise. By weighing those two
numbers against each other, the truster can calculate a probability for the trustee to commit to its deeds
and as a consequence him or her being trustworthy or not. If the truster on the other hand does not
have a history with the corresponding trustee, third parties have to be included in order to estimate the
so called reputation of the trustee (this resembles the steps of trust propagation and aggregation, which
will be covered in sections 3.3.4 and 3.3.5). With the help of that reputation value, the truster can infer
a trust value for the trustee.
Gradual approaches to model trust differ from its probabilistic counterparts in the way that they do not
”only” assign trust values in a black or white fashion, but rather depict the fact, that another user or a
service can be trusted (or distrusted) to some extent. Humans paraphrase this circumstance by saying
that someone else is for example ”very trustworthy”, ”a little trustworthy”, or ”very untrustworthy” etc.
[FPC03] implement this kind of model which is based on different beliefs done by the truster towards
the trustee. These are picked from a range of internal and external attributions. Examples are ratings
like competence, disposition, or unharmfulness. By combining all beliefs that have been made for one
attribution and assigning a weight to it (whether the attribution is considered important or not important
in the given situation), a value of trustfulness can be calculated for the specific trustee at the given
service or scenario. The belief values as well as the weights have a number range of [-1, 1] and are
combined with Fuzzy Cognitive Maps (see [Kos86]) for the calculation.

3.3.2 Trust and Distrust

In many cases in the literature, trust models skip the concept of distrust, as it is mostly just interpreted
as the counterpart of trust. According to this interpretation, if someone has high trust into someone else,
the distrust is low or not existing at all. On the other hand, when a low trust value is present, distrust is
considered high. But there is also evidence and research, that distrust can and even must be interpreted
in another fashion. For example, [Cho06] states that trust and distrust differ both in factors that influence
them as well as the asymmetric effects that they have on other properties. Their model can be seen in
figure 10.

Starting from the middle, their base concepts are competence and benevolence. The competence
depicts the capability and reliability of a given person or service, while the benevolence is dealing with
the aims of the trustee of being of good nature and not being interested in harming his or her partners.
The influence of these two differ from person to person and they are also affected by ones judgement,
goals, and attitude. For example, a negative value in benevolence has greater effects on the reduction
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Figure 10 A model of trust and distrust, adopted from [Cho06]
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of trust values while in comparison trust values are not increased in comparable scales as a result of
a positive benevolence evaluation (this is also reassured by [SSS02]). Another important point are
the factors, that trust and distrust themself have impact on. In this case, the two main areas are self-
disclosure and willingness to commit, which are closely related. Self-disclosure covers the trouble of
giving some of your personal information free and making it accessible for others. As most transactions
over the internet require at least a little bit of self-disclosure, trust is a very big concern here. Factors
like the uncertainty about the behaviour of your trustee or trade partner as well as the vulnerability that
you expose when commiting to a transaction can constrain self-disclosure even further. An important
thing to note here is, that the disparity of trust and distrust can be seen easily. If you assign a value to
self-disclosure (whereas a high value stands for your willingness to commit to a trustee and reveal some
of your personal information for the sake of a transaction), the value increases with a rising trust value,
but not as much as it decreases by enhancing the distrust towards the trustee to an equal amount. The
next step after commiting to a single transaction is commiting to a longer relationship with one trustee
or a business partner. This is also influenced by self-disclosure, so consequently discrepancies between
trust and distrust are present here, too.
Now that the clients side of trust and distrust is laid out, there are also features of the provider of
a service that will influence benevolence and competence criteria. Namely these are called the core
business operations and the relationship investments. The former deals with things a venture has to
maintain in order to stay active, known, and in business, for example product offerings, site designs,
and secutiry. Relationship investments cover ways with the effect of having customers that have done
succesfull transactions coming back. Common strategies for this are the offering of rewards, frequent
and personalized communications, as well as preferential treatment for good customers. Just like the
other stages, these factors do have different leverage on others. As the relationship investments do
create a higher benevolence for the customer, core business operations will convey a higher feeling of
confidence.
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3.3.3 Trust Computation and Metrics

The consideration and calculation of trust is very rarely a case of just two persons. People rely on opin-
ions of their friends that already had interactions with your requested trustee, and if not, they might know
someone who did. If that is not the case either, the third person him or herself might know someone and
so on. In doing so, the calculation of a trust value towards one person becomes a transitive process over
many other third parties. By taking this fact into account, a so called web of trust is built up. As already
mentioned before, in this web of trust, the peers (whether these are people, services, providers of some
sort, ...) are modeled as nodes while a trust relationship is an edge between two peers. Utilizing this
web of trust, customers can enhance their trust values about given trustees and they can overcome the
problem that they might not have information about a specific peer they want to interact with (in this
case, no edge would be present, so the truster does not have a trust estimation of his own yet). This is
also called the cold start problem.
Inferring a trust value in such a web of trust is supported by two mechanics. Trust propagation (see
section 3.3.4) shows techniques of propagating and distributing the trust calculation, while the aggrega-
tion step (see section 3.3.5) merges the results from the propagation step. Additionaly to these two, trust
metrics are needed, which define in what manner and what extent the web of trust will be utilized. There
is an abundance of different metrics out there. Instead of covering all different specific metrics, [ZL05]
give a very good classification of metrics by supporting different layers to distinguish them. They also
provide a good variety of examples for their different metric classes. The classification can be seen in
figure 11.

Figure 11 A classification of trust metrics, adopted from [ZL05]
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The first layer divides the metrics into global and local metrics. Global trust metrics take into
account every peer and trust relation that is present and reachable in the complete graph. Local trust
metrics can be restricted to chosen smaller portions or subgraphs, which is based on personal bias. This
is encouraged by the fact, that third parties (over whom the trust value will be influenced) must not be
considered trustworthy in the opinion of the truster itself. Those can then be excluded. An important
point to consider is here, that if you intend to compute a more personalized trust value for a peer, local
metrics should be chosen, because global approaches tend to result in a general reputation.
The second layer concentrates on the manner of computation. It is possible to calculate trust values in a
centrazlied fashion. This means, that all trust information is gathered at the trusting peer and calculated
in one big step. As a consequence, trust values and the information of all involved peers have to be
accessible at all times, because it is necessary in order to do a full computation. Its counterpart is a
distributed calculation, where the peers that are involved in the process can evaluate their own trust
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values (taking into consideration the same metrics and rules for propagation and aggregation that the
base truster uses, as well as preceding trust calculations from other peers) and then only forward their
own (partial) result. A distributed mechanic is only possible in global trust metrics.
Lastly, a distinction in terms of how links are evaluated is presented. Scalar metrics will compute trust
values between every pair of two given peers A and B of a set V, so trust relations of subsets are also
calculated. Group metrics on the other hand take more peers at once into the computation, which results
in a trust value for a whole set of peers and consequently a more generalized trust value for that set.
Considering all the points mentioned above, in a global metric background, only group evaluations are
possible because of the overhead of a scalar trust calculation of every pair of peers of the whole amount
of users (which in a common use case is considerably huge). Additionaly, using a scalar trust metric
gives more insight into the single trust values of the subsets of the calculation, which is accordingly the
better choice for utilizing a personally biased web of trust.

3.3.4 Trust Propagation

This section covers ways and modes that are possible to propagate the trust calculation through the
chosen web of trust. But before this is possible, an important point to note here is the problem of the
context. Trust relations are dependant on the context they base on, so if a trust-based recommender
system focuses on more than one context, they should be treated differently. Consider the following
example:
User A is looking for a good book and has a high trust value towards user B. User B himself does not
know a good book to recommend, but he does have a trustworthy friend, user C, but their trust relation
is based on film recommendations. Consequently, even if there is a chain of trusts from user A to user
C over B, you cannot conclude that a recommendation for user A should be posed by the knowledge of
user C, because of the different context. In the following we will assume an equal context base for our
trust evaluation.
When a trust value is to be calculated for a trustee in a normal web of trust, generally you have more
paths that lead from the truster to the trustee. An example is depicted in figure 12, showing six persons
of a web of trust. User A is the truster, while user C illustrates the trustee. The trust values are also
visible at the corresponding edges, which are directed from a trusting person to its corresponding trustee.

Figure 12 A simple propagation example with two paths from the truster to the trustee
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The truster A wants to infer how trustworty trustee C is. He or she did not have any past relationships
with him or her, so the trust has to be calculated transitively over the web of trust. There is one path over
user B, and a longer path over the users D through F. Both paths need to be computed seperately by
propagating the trust calculation through every path. After this is done, both values will be aggregated
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(see section 3.3.5). While there are different weights assigned to every trust edge (as users do have
different levels of trust for each other), multiple trust propagation operators exist to deal with them.
Those operators have different ranges of use and consequently need to be applied according to the
specific use case. Among the easiest operators are the multiplication and fuzzy operators, for example
the minimum operator, following the assumption that a trust chain is only as strong as its weakest link.
Other possible propagation operators are based on fuzzy if-then rules (see [LB06], [WV03]), on the
theory of spreading activation models (see [ZL05]), or the semantic distance between third party peers
and a user’s perception of their trust (see [AMCG04]). To clarify the impact of the proper choosing of
a propagation operator, consider the multiplication and weakest link operators for the example seen in
figure 12. While the multiplication provides an aggregated trust value of 0,12 for the upper and 0,075
for the lower path, the weakest link results in the values 0,2 and 0,3 respectively.
In addition to propagation operators there are several ”modes” of trust propagation that infer different
additional edges in the web of trust. In [GKRT04] (who we also refer to for deeper mathematical
explanations), these are called atomic propagations and are namely:

• Direct Propagation: This depicts the ”normal” transitivity, so if user A trusts user B, and B trusts
user C, it is inferred that user A should trust user C.

• Co-Citation: Stands for the conclusion of a forward-backward step in the web of trust. Imagine a
user A trusting the users M and N, and a user B who trusts N. So this mechanic suggests that user
B should also trust user M.

• Transpose Trust: The transpose trust mode can be compared to reflexivity, by inferring that if a
user A trusts user B, then user B should trust A as well.

• Trust Coupling: If you trust a person A that shares the same trust relations with another person B
(the common trustee user C), trust coupling suggests that you should trust user B as well, because
A and B are very similar to one another.

Figure 13 illustrates all of the above mentioned atomic propagations.

Figure 13 Illustration of the atomic propagations
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The examinations from above were done with the regard of only having to deal with trust values
(and no distrust) as well as not considering the length of a trust path. Naturally you would think that the
longer a path of trust is, its impact in terms of a final trust value should be diminished. In the literature
this is called the trust decay (see [Guh03]). Additionaly, the length of the pathes considered in the
computation can be restricted to a certain number or by algorithms like the shortest path. In terms of
propagating distrust, we refer to [VDCC11] and [GKRT04].
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3.3.5 Trust Aggregation

When multiple paths from the truster to the trustee exist, lastly they need to be aggregated into one
trust value. The aggregation, similar to the propagation, supports simple operators like the minimum,
maximum, weighted sum, average, or weighted average. These yield different results, so just like before,
a fitting operator needs to be chosen according to the use case. Not much research is done in this
direction, more complex operators are presented in [JMP06]. Influenced by a distributed trust metric, it
is also possible to swap the order of propagation and aggregation, meaning that every peer can aggregate
its incoming values first. They will propagate their partial result to the preceding peer instead of passing
on all the trust values.

3.4 Provenance

Responsible partner: xxx
Related Technology Enablers: TE-xxx, TE-xxx

Provenance is very well understood in the real world and the objects it contains. Provenance in-
formation gives the answers to questions like ”Who made this?”, ”Who edited it last?”, ”Where did it
come from?”, or ”Who owns this?”. These questions are also applicable to ”objects” emerging from
the world of data, and they can also hold and be responsible for viable information and decisions. In
the MICO project, provenance information - similar to trust values that we discussed in section 3.3
- will play a part in the extractor chain. Possible results can lead to the early exclusion of extracted
intermediary results due to a preceding step that is not considered as trustworthy or important, based
on conclusions of its provenance information. This can lead to savings in terms of efficiency and lead
to a much higher accuracy of the whole extraction, querying and recommendation process. Reliability,
trustworthyness and quality of data is very often also related to provenance.

In chapter 3.1.2 we have already described in short the Open Annotation Data Model, which has
a module that deals with provenance information. Furthermore, there are whole frameworks for the
same purpose. One of them is the Open Provenance Model [MCF+11]. This framework is based on
and refined by a series of challenges that have been posed on different workshops and conferences. The
current version is 1.1. They designed their model in order to meet thw following requirements, which
have been adopted from [MCF+11]:

• To allow provenance information to be exchanged between systems, by means of a compatibility
layer based on a shared provenance model.

• To allow developers to build and share tools that operate on such provenance model.

• To define provenance in a precise, technology-agnostic manner.

• To support a digital representation of provenance for any “thing”, whether produced by computer
systems or not.

• To allow multiple levels of description to coexist.

• To define a core set of rules that identify the valid inferences that can be made on provenance
representation.

Their provenance information and calculation circles around a provenance graph, which depicts a
directed graph that expresses the dependencies and requiremetns for provenance conclusion. Three
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concepts form the base of the graph: artifacts, processes, and agents. Artifacts represent the objects,
whether they are of physical or digital nature. The processes then symbolize actions or series of actions
that are executed on or caused by artifacts, which then results in a new artifact. The latter concept
illustrates an acting entity that is somehow related to processes (e.g. the enabling or controlling agent).
From this point on, the objects are connected with different dependencies, that form the edges of the
provenance graph. They are directed from the source to their target, and pose different inferences on
the whole model that is depicted by one graph. There are also more specific dependencies or types of
systems that can be covered using this framework, but for further detail, we refer to the specification
itself.

Another approach is posed by the W3C with PROV49. Their main focus is laid on the publication of
provenance data as well as the access, validation, conversion and interchangeability between different
vocabularies and information systems. Diverse formats like XML and RDF come to use, mappings
exist for example to Dublin Core. The PROV is divided in ten documents or modules aiming at varying
application areas. It is designed so that developers can start from a baseline and then adopt the PROV
model according to their use case. All of the modules can work independently, so an overall knowledge
of all of them is not necessary. Figure 14 shows the family of modules. For a deeper insight on every
one of them, we advise to the specification50 of the respective module.

Figure 14 The family of modules for PROV, adopted from the specification
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The PROV-PRIMER51 contains the core concepts that are needed for the PROV model, while PROV-
O52 defines a light-weight OWL2 ontology encoding of the PROV Data Model which is used for Linked
Data and Semantic Web purposes. These will form the main interest for MICO. The PROV baseline
model is constituted by several core concepts and elements. These are depicted in figure 15.

In combination these concepts can form every requirement that can be posed by the provenance
modeling that is underlying the data model. Entities are all kinds of ”things” that need to be modeled,
for example data files, physical files, pictures, books, and so on. Activities depict the are the processes
that can either create and generate or change the attributes of entities. They can also make use of already

49http://www.w3.org/TR/2013/NOTE-prov-overview-20130430/
50http://www.w3.org/TR/2013/NOTE-prov-overview-20130430/
51http://www.w3.org/TR/2013/NOTE-prov-primer-20130430/
52http://www.w3.org/TR/2013/REC-prov-o-20130430/
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Figure 15 The base concepts of the PROV data model, adopted from the specification
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existing entities to create new ones. These activities and entities can now be attributed or associated to
an agent. Agents are represented by real persons or they can also be software. In PROV you speak of
an agent who is connected to an activity if you can adress at least some kind of responsibility of that
specific activity to the agent. He is then attributed to the corresponding entity that is the result of the
process. Multiple agents can be associated with multiple activities or entities and vice versa. All the
relationships taking part in the provenance modeling can also be enhanced by adding a role. This can be
for example an agent that takes a specific role like a scientist annotating a picture (the annotation would
be the activity while the picture symbolizes the entity), or the role that is played by the entity, in our
example the old picture that is used as base for the annotation. If an entity or its characteristics are at least
partly related to another entity, PROV specifies it to be derived from another entity. Special forms of this
derivation is the revision of documents and the quotation. When documents have different originating
revisions, PROV creates a new entity for every revision that are related to one another. A quote is posed
by a single link. Activities can be put together in a chain, which is named as a plan. Timing issues
can also be modeled in PROV, which state at which point of time a document or file has been created
or altered, for example. The last concept circles around the fact, that in a provenance modeling, some
things can have different perspectives. In PROV, these are called specializations. Specializations are
multiple entities that stand for one entity, having common fixed characteristica but differing in some
special attributes. Examples from the specification contain a web page, that is altered over time. Every
iteration of the altering process then creates an entity, that is a specialization of the base web page.
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4 Multimedia Querying

Responsible partner: Salzburg Research
Related Technology Enablers: TE-xxx (Apache Marmotta)
TODO intro
One of the basic functions of a Database Management System is the efficient retrieval of stored data.
The special needs of such a retrieval are strongly dependent on a) the stored data (and its underlying
representation) and b) the specific use case. In the MICO project, the metadata (where we focus on
for the retrieval) is stored following Semantic Web technologies like described Section 3.1.2. All use
cases in MICO share the topic of Multimedia but each of them has additional special requirements.
Regarding these facets and following the standard definition for Information Retrieval in [MR09] we
define Multimedia Retrieval for Media in Context as follows:

Multimedia Retrieval on the Web of Data is finding (fragments of) resources of an
unstructured nature (text, image, video, etc.) that satisfy an information need.

whereby:

Web of Data means a dataspace of resources, which are represented in interchangeable, common for-
mats, and interconnected by named links. Thus, the Web of Data is an exchange medium for
data as well as documents, like described in the vision of the related W3C Data Activity group
[W3C13]. The terms Web of Data and Semantic Web are used as synonyms in this document.

finding means providing a subset of web resources that meets someones expectations and is human-
manageable in presentation form and amount (e.g. ordered list, collage etc.). This task includes
the support of suitable ranking methods as well as pre-processing methods from data mining (e.g.
clustering).

resources means in this context all things that are addressable via common web standards. For a
seamless integration of Linked Data principles [BL06], information resources (metadata) must
be accessible via HTTP protocol, non-information resources (video etc.) may use different (more
suitable) protocols. In addition, the fragmentation of resources requires a suitable representation
format, e.g. like the Media Fragments URI specification [TDMP12] described in section 3.1.1.

unstructured nature means that the resource is not interpretable per se but must be interpreted by
experts or specialized machines to extract common understandable structure and features. This
task is well supported for texts (e.g. Named Entity Recognition and Disambiguation [RT12a]) but
is resource intensive for multimedia content. Due to the latest progress in cloud computing (e.g.
map-reduce programming model) and the decreasing costs and dynamic accessibility of hardware,
multimedia analysis is also supported for ”big content”. Some of these methods are described in
Section 2.

information need means an abstract description of the expected subset or list. The more exact the in-
formation need is defined the more exact the presented set fits the expected results. The query
language can be seen as an instrument for formalizing this need. It is an interface between user
needs and the (mostly abstract) multimedia data and metadata storage layer. The more the lan-
guage fits use case specific needs, the more adequate it is for the use case.

In this section we describe the State of the Art of Multimedia as well as Semantic Web Query Languages,
explain the most relevant parts in detail and point out our focus for MICO.
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4.1 Multimedia Query Languages

Responsible partner: Salzburg Research
Related Technology Enablers: -

The current landscape for Multimedia (MM) Query Languages is very broad and includes many
different approaches. In this section, we categorize these approaches and highlight the features that
enable a query language for multimedia retrieval. Additionally we give an introduction in querying
the Web of Data because the combination of the two fields of classical Multimedia Representation /
Retrieval and Semantic Web is a main aim we want to reach within the MICO project.

In the recent years there have been many query languages for multimedia retrieval. They can be
classified in 6 main categories that are:

1. languages that extend SQL as the common standard for querying relational databases or follow
an SQL-like approach, like WebSSQL [ZMWZ00] or SQL/MM [ME01],

2. languages that build or extend query languages for object oriented databases like MOQL
[LOSO97] or POQLMM [Hen01],

3. languages that are focusing an XML metadata structure, like MMDOC-QL [LCH01] or XQuery
[BCF+07] (which is not explicitly build for Multimedia),

4. visual query languages, like MQuery [DC96] (that focus on visual timeline retrieval) or Visual-
MOQL [OOX+99],

5. approaches that allow query-by-example, like [Jon07] or WS-QBE [SSH05], and

6. languages that try to build a meta-language, which are metadata agnostic and thus can be
shared/distributed over several storage backends, like MPQF [DTG+08].

Most of the above-mentioned multimedia query languages use proprietary metadata models to express
descriptive information. Generally, this information is represented by XML instance documents based
on a specific XML Schema (such as MPEG-7 [MKP02] or TV-Anytime [GS13]). For this purpose, one
also needs to consider query languages that are designed for XML data queried by XQuery [BCF+07].
The main drawback of XML is its limitations in expressing semantic meaning of the content information.
This led to the development RDF, the basis of the Semantic Web as it is described in section 3. Query
languages related to RDF will be discussed in a later section 4.2. To get a clear picture of each category
of multimedia query languages, we describe one example for every category in more detail.

4.1.1 SQL like approaches: MM/SQL

In the early 1990s the SQL community came up with many incompatible extensions (especially for
Multimedia) that forced the ISO subcommittee for SQL JTC1/SC32 to regularize such attempts. The
proposed standard was immediately known as SQL/MM [ME01] and meant to integrate multimedia
features to SQL. Like SQL, SQL/MM is a multipart standard that consists of various mostly indepen-
dent parts. Part 1 [ISO00a] represents the backbone of the standard and describes, how other parts use
SQL’s structured, user-defined types required for the specific purpose of each part.

The full-text standard is covered by part 2 [ISO00b] and defines a number of structured user-defined
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types for storage. This is necessary because full-text in comparison to regular expression matching needs
more complex data and query structures for (mostly language specific) tokenisation, stemming, lemma-
tisation, and fuzzy matching. In addition, fulltext search may support things like phonetic search (sounds
like) and context search (heading, paragraph. etc.). Listing 1 shows a sample query using SQL/MM
full-text extension on a sample table documents that includes a row document of type FULLTEXT.

Listing 1: Example for SQL/MM full-text search

SELECT * FROM documents
WHERE document.CONTAINS(

’"dog" IN SAME PARAGRAPH AS
SOUNDS LIKE "Balu"’

) = 1

The query combines contextual with phonetic search to retrieve documents that most probably include
a dog named ”Balu”, ”Baloo”, ”Paloo”, etc. This type of search can be useful in combination with
automatic extraction techniques e.g. speech-to-text as described in section 2.1.3.

Part 3 [ISO99] of SQL/MM covers the aspects of spatial data, such as geometry, location and
topology. As described in [Sto03], SQL/MM defines a class model for 0- to 2-dimensional geometric
objects (like points, lines, polygons or composites) as well as specific functions for spatial data. The
spatial part of SQL/MM is mostly driven from geographic information system (GIS) but can be used
for non-geographic use cases (e.g. fragment description for still images), too, whereby the reference
system is replaced.

Figure 16 shows the SQL geometric type hierarchy for SQL/MM, which has been adapted from
the geometric model of the OpenGIS Features Specification for SQL [Ope99]. The model differ-
entiates between non-instantiable (supertypes) and instantiable types, like ST Point, ST Curve, etc..
There are many functions that can be performed over the spatial data model. They include the
creation of new geometric objects out of existing ones, relational operations between objects like
intersection or adjacence, and accessor methods that allow the extraction of fundamental informa-
tion about type instance, e.g. the vertices of a line or the area of a polygone. Listing 2 shows a
query that uses a spatial description of US counties to determine the largest county in California53.

Listing 2: Example for SQL/MM spatial query

SELECT c1.county_name
FROM County c1
WHERE ST_Area(c1.geometry) > (

SELECT max (ST_Area(c.geometry))
FROM County c, State s
WHERE s.state_code = c.state_code
AND s.state_name = ’California’

)

The temporal aspects of multimedia were meant to be represented in part 4 of the SQL/MM standard but
are not considered anymore, because temporal has a broader scope beyond the multimedia applications
and thus is included in the revised SQL:2011 standard [ISO11], like described in [KM12].

53Sample is taken from http://cs.ulb.ac.be/public/_media/teaching/infoh415/spatialnotes.pdf
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Figure 16 SQL/MM geometric type hierarchy

In part 5 [ISO01] the standard focuses on storage, manipulation and retrieval of still images.
The SI StillImage dataype allows many formats (gif, png, tiff, etc.) for in- and output as well as for
internal representation. The type also captures basic information about each image, such as format,
dimension, color space, and so forth. Several operations can be applied on SI StillImage including
scaling, rotation, cropping, and shearing. SQL/MM also supports complex feature types, such as
SI ColorHistogram and SI Texture (for coarseness, contrast, etc.).

In addition to classical multimedia features, SQL/MM also includes a part 6 about Data Mining
[ISO06], but we consider it as out of scope for our project.

4.1.2 OQL like approaches: MOQL

Object oriented databases combine database capabilities with object-oriented programming capabilities.
This type of database management systems has been very popular a few years ago. The effort has
been mainly driven by the Object Data Management Group (ODMG) that came up with several
specification components including an object model, an object definition language (ODL) and a
declarative, nonprocedural language for object oriented querying and updating (OQL) [CBB+00]. With
MOQL (M for Multimedia), this query language has been extended to deal with spatial, temporal and
presentation properties by introducing new predicates and functions. In comparison to other approaches
in the object oriented QL domain, MOQL is suitable for both video and still image retrieval. Most of
the extensions of MOQL are placed in the WHERE clause in the form of 3 new expressions, namely
spatial expression, temporal expressions and contains predicate. Additionally, MOQL introduces a
PRESENT statement that allows to specify how to deal with retrieval objects, especially with different
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mediatypes that has to be synchronized. We outline MOQL in this section because it has a clear focus
and a user-friendly language design.

Contains predicate
The contains predicate is an relation between an instance of a particular medium type (e.g. an image)
and a salient object which represents an physical object that is contained within the medium (e.g. a
person). Listing 3 shows a query that aims to retrieve all images in which a person appears.

Listing 3: Example for MOQL contains query

SELECT m
FROM Images m, Persons p
WHERE m contains p

Spatial predicates and functions
Spatial predicates compare spatial properties of spatial objects (such as a region, a point, etc.) with
each other. A predicate (e.g. inside) can only compare specific types of properties. For example can
nearest only be applied to two points, whereby cover can only apply to a region and a point / line.
Spatial functions compute attributes of an spatial object or a set of spatial objects. The query in Listing
4 shows both a spatial predicate coveredBy and spatial function area.

Listing 4: Example for MOQL spatial query

SELECT province , forest , area(forest.region)
FROM Forests forest , Provinces province
WHERE forest.region coveredBy province.region

Temporal primitives and functions
MOQL supports a set of 13 temporal relations that has been specified in [All83] and are widely
accepted, which are equal, before, after, meet, metBy, overlap, overlapedBy, during, include, start,
startedBy, finish, and finishedBy. In addition, MOQL supports several so called continuous media
functions especially for video objects and their frame character e.g. firstClip or next. Listing 5 shows a
query that returns the last clip in which a person appears from within a video v.

Listing 5: Example for MOQL temporal query

SELECT lastClip(
SELECT c FROM v.clips c
WHERE c contains p
ORDER BY upperBound( c.timestap )

)

Presentation statement
MOQL allows to integrate all retrieved objects of different media types in a synchronized way by
adding a PRESENT clause. These layout consists of a spatial layout, which specifies things like number
of images etc., a temporal layout, which allows to specify things like temporal order and total length,
and a scenario layout which allows also the usage of other presentation models or languages. Listing
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6 shows a query that presents the result (an image of a car and a video showing the same car) in two
different windows simultaneously.

Listing 6: Example for MOQL present query

SELECT m, v
FROM Images m, videos v
WHERE for all c in (

SELECT r FROM Cars r WHERE m contains r)
v contains r

PRESENT atWindow(m, (0, 0), (300, 400))
AND atWindow(v, (301, 401), (500, 700))
AND play(v, 10, normal , 30*60) parStart display(m, 0, 20)

MOQL mainly focuses spatial and temporal relationships but lacks any kind of similarity or
best-match queries. Other object oriented approaches have different focuses, e.g. POQLMM [Hen01],
which targets asset similarity based on low-level features (like SQL/MM part 5 [ISO01]).

4.1.3 XML-based query Schemas: MMDOC-QL

The emerging of MPEG-7 [MKP02] multimedia standard and its XML Schema datatypes in the late
1990s triggered attempts for XML-based media retrieval. For expressing audio and visual features,
MPEG-7 defines so called Descriptors, for the relation and semantics between theses features the
standard provides Description Schemes. Video scenes for example can be formalized by using
SegmentDecompositon with type SpatioTemporal. As most XML query proposals had limitations
regarding this type of documents, MMDOC-QL [LCH01] was introduced, a language with multimedia
constructs that is based on a logic formalism called path predict calculus. Queries in this calculus are
equivalent to the identification of path predicates that are satisfied by the XML tree document. This
formalism allows to describe also spatial, temporal and visual datatypes and relationships by utilizing
MPEG-7s description of media fragments.

In MMDOC-QL there are 4 clause types:

GENERATE / INSERT / DELETE / UPDATE are building the operation clauses. They are used to
describe the logic conclusions in the form of allowed element and path predicates.

PATTERN clause describes the domain constraints of free logical variables (parts of the XML docu-
ments) by using regular expressions.

FROM clause defines the source (files).

CONTEXT clause is used to describe logic assertions about document elements in logic formulas (path
predicate calculus). Within the calculus the language uses a logic form of XPath axis-operators
with logical variables in the path formula (e.g. DIRECTLY CONTAINING).

Listing 7 shows and example query, whereby the path formula in the CONTEXT clause asserts that
element ”Segment” with id equal to %id contains element ”SpatioTemporalLocator” (where the video
objects are located during MediaTime %x). The form of %id is restricted by a pattern. The other lines
in the CONTEXT part specifies the selection of %t; the GENERATE clause manages the output of the
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result as XML element.

Listing 7: Example for MMDOC-QL query

GENERATE <List >
<Videobject >\%id</Videoobject >
<ShowUpTime >\%t</ShowUpTime >

</List >
PATTERN {"MR"[0-9]/\%id}

{<region > ... </region >\%focus}

FROM mpef7video.xml

CONTEXT ( ( <Segment > WITH xsi:type="MovingRegionType"
id=\%id AT \%movingregion )
CONTAINING
( <SpatioTemporalLocator > DIRECTLY CONTAINING

( <MediaTime > AT \%x ) )
AND MEMBERP (\%t \%c)
AND OVERLAP ( TRAJECTORY( \%movingregion \%t ) \%focus )

)

4.1.4 Visual query languages: MQuery

MQuery is a visual query language for the domains of simulation and validation, medical timelines
and multimedia visualization. The general framework that was worked out for querying all kind of
multimedia data (images, sounds, long text, video, and timelines). The language has a direct, visual
support for all these datatypes and includes the entire range of query operations (insert, retrieve, delete,
update). It supports alphanumerical queries, multimedia results, multimedia predicates, time-based data,
and also query nesting. Figure 17 shoes an example of MQuery for obtaining the sex, age, and doctor
of all patients with tumors similar in the shape to the tumor currently being viewed.

Figure 17 MQuery: visual query example
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4.1.5 Query by example: WS-QBE

The visual database query language QBE (query-by-example) is a declarative query language. It
is based on the relational domain calculus. WS-QBE is an extension of QBE and adds fuzzy logic
concepts as well as a schema for query-weighting, which enables it for complex similarity queries in
the multimedia domain. WS-QBE builds a core language for multimedia similarity queries but lacks
specific features like spatio-temporal functions and predicates. Result presentation is not considered in
the basic approach. Formulating a query in WS-QBE means to fill table skeletons. A query like ”Find
all oil paintings from a Dutch painter which are similar to a given image from my digital camera” is
formulated by the two Tables 6 and 7.

Table 6 Query-by-example with WS-QBE: 1
painting id photo painter title technique

P. ∼ painter oil

Table 7 Query-by-example with WS-QBE: 2
artist id name country

painter Netherlands

The table headings map the underlying database schema. By inserting one or more new tuples
the user gives an example that is used for similarity calculation. The entry P. is used to indicate which
fields (or tables) belong to the result set.

4.1.6 Generic Approaches: MPQF

The query languages we introduced are all strongly bound to the underlying metadata representation
and schema. The MPQF query format has the goal to unify the access to (distributed) multimedia
repositories in a schema agnostic way. The Language specifies precise input and output parameters
within XML documents but does not use specific elements that are related to a metadata schema like
MPEG-7 (like it is used for example in MMDOC-QL [LCH01]). An MPQF query always includes a
MpegQuery root element with two child elements Management and Query. The management section
provides a means for requesting service-level functionalities, the query section can either include an
input or an output (depending if it is a request or a response). Figure 18 shows the schema diagram of

Figure 18 MPQF Input Query Format
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an MPQF Input element. It may contain one or more of the following elements:

QFDeclaration allows the definition of reusable definitions like paths and/or resources (descriptive as
well as media resources) that can be referred from other parts of the query.

OutputDescription describes the structure and content representation for result set items. Furthermore
it supports set operations like sorting, counting, and paging.

QueryCondition contains the actual filter criteria:

Path is a XPath expression and specifies the granularity of the retrieval, for instance if the process
focuses on whole videos or on video fragments.

TargetMediaType contains MIME type descriptions like audio/mp3 (if the user wants to retrieve
audio files in MP3 format).

Join / Condition supports further diversity in filter criteria with arithmetic / boolean expressions,
several query types (query-by-media, query-by-freetext, etc.) and joins.

ServiceSelection specifies a set of multimedia query services where the query should be evaluated.

Figure 19 MPQF Output Query Format

Figure 19 shows the schema of an MPQF Output element, which may contain one or more of the
elements:

GlobalComment is meant for sending general messages such as the service subscription expiration or
messages that are valid for the whole result set.

ResultItem element holds a single record of a query result with attributes recordNumber, rank, confi-
dence and originID and the elements:

Comment is similar to GlobalComment but focus in the specific result item.

TextResult element holds the result item as type text.

Thumbnail carries the URL of a thumbnail image.

MediaResource carries the URL of the media resource in the requested format.

Description is a container for any kind of metadata in any format like MPEG-7 or TV-Anytime.

AggregationResult allows schema-valid result aggregation operation (e.g. SUM).
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SystemMessages includes special messages regarding the responding system such as warnings or ex-
ceptions.

Listing 8 shows an example of a simple MPQF query that combines free-text search and conditions
over XML metadata. The aim of the query is to find large images of ”Hong Kong” (greater than 1000
pixels in width).

Listing 8: Example for MPQF query

<MpegQuery>
<Query>

<Input>
<OutputDescription thumbnailUse="true">

<ReqField typeName="MediaInformationType">
MediaProfile/MediaFormat/FileSize</ReqField>

<ReqField typeName="CreationInformationType">Creation</ReqField>
</OutputDescription>
<QueryCondition>

<TargetMediaType>image/*</TargetMediaType>
<Condition xsi:type="AND" preferenceValue="0.1">

<Condition>
<FreeText>Hong Kong</FreeText>

</Condition>
<Condition xsi:type="GreaterThanEqual">

<ArithmeticField typeName="MediaInformationType">
MediaProfile/MediaFormat/Frame@width

</ArithmeticField>
<LongValue>1000</LongValue>

</Condition>
</Condition>

</QueryCondition>
</Input>

</Query>
</MpegQuery>

Further examples for MPQF queries can be found in [DTG+08].

The query languages described above support various MM specific features. Some of them try
to cover all of them (e.g. [DTG+08]) and some are specialized on a specific one (e.g. [SSH05]). Based
on that the main features we are going to focus for MM retrieval in the MICO project:

Query-by-keyword specifies a pattern query on freetext fields. This query uses similarity metrics like
Levenshtein distance to compare string similarity. Both, the query- and the fieldtext can be pre-
processed, e.g. stemming, lemmatisation, stopword elimination etc..

Query-by-example specifies a similarity or exact-match retrieval, whereby the query itself is a multi-
media content (image, sketch, video, text etc.). The distance measure can include low-level (e.g.
color histogram) as well as high-level features (e.g. semantic relatedness of describing features).

Query-by-spatial-relationship includes spatial relation like neighborhood (e.g. if object A is left be-
side object B) and/or spatial aggregation like bounding box within the query. In case of text, this
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can also be word spacing.

Query-by-temporal-relationship includes temporal relation like neighborhood (e.g. is object A ap-
pears after object B) and/or temporal aggregation like intermediate space. It is self-evident that
the media content has to have a temporal component.

Query-by-relevance-feedback specifies a iterative retrieval process that take into account the results
of a previous search, which are rated as good or bad by users. This type is strongly related to the
query-by-example.

Query-by-media-function includes operations on media assets that add a higher level of semantics
(e.g. a face recognition function) or functions that build fragments for further use (e.g. extract
audio from a video item).

4.2 Semantic Web Query Languages

Depending on the underlying data format there are three main categories for Web Query Languages,
as described in [BFS05], namely XML Query and Transformation Languages, RDF Query Languages
and Topic Maps Query Languages. In the case of Semantic Web as described above only the RDF ones
are relevant. RDF Query Languages can be grouped mainly into seven families that differ in aspects
like data model, expressivity, support for schema information, and kind of queries. The families are
RQL [KAC+02], XPath-, XSLT-, and XQuery-based Languages (e.g. [Sch04]), Metalog [Mar04a],
Reactive Languages like [Pru04], Deductive Languages like [DSB+05], and, in the sphere of Linked
Data, Path Traversal languages (like SQUIN [Har13] or LDPath [SBK+12]), and the SPARQL family
with its most common instance SPARQL [HS13a].

The SPARQL query language for RDF (SPARQL) SPARQL is an extension of RDQL [Sea04]
and provides Semantic Web developers with a powerful tool to extract information from large datasets.
It is designed to meet the use cases and requirements identified by the RDF Data Access Working
Group. SPARQL allows expressing queries across diverse data sources, whether the data is represented
as RDF. A formal description of SPARQL and its semantics by transform SPARQL into the relational
algebra is described in [Cyg05] and [PAG09]. The query language is a syntactically-SQL-like language
for querying RDF graphs via pattern matching. It includes features like basic conjunctive patterns, value
filters, optional patterns, and pattern disjunction. In addition to the query Language itself, the W3C
recommendation also specifies a transfer protocol, a description for SPARQL Services, and several
query result formats. In the next sections we describe SPARQL, whereby we especially highlight the
extendability we want to utilize within the MICO project.

4.2.1 SPARQL Protocol and RDF Query Language

SPARQL defines a standardization for RDF query syntax, semantics and protocol. It allows inter-
operability on the level of expressing rich queries on RDF datasets. The SPARQL Standard 1.1
Recommendation is separated in 11 parts 54, whereby the most important ones are the data retrieval
language SPARQL 1.1 Query Language [HS13a], the data manipulation language SPARQL 1.1 Update
[GPP13], the definition of the results formats with their most important representative SPARQL Query
Results XML Format (Second Edition) [Haw13], and SPARQL Protocol 1.1 [FWCT13], a means for
conveying SPARQL queries and updates to a SPARQL processing service and returning the results via

54http://www.w3.org/TR/sparql11-overview/
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HTTP. In this section we introduce the SPARQL 1.1 query language by highlighting some details.

SPARQL follows an SQL-like syntax but is based around graph pattern matching. Smaller pat-
terns can be combined to complex graph patterns in various ways. The 4 main types of queries are
SELECT (which returns a result table), CONSTRUCT / DESCRIBE (which returns RDF triples) and
ASK (which returns a boolean value). Basically, a SPARQL query may consist of one or more of these
clauses:

PREFIX allows to shorten URLs.

SELECT / CONSTRUCT / DESCRIBE / ASK is the projection clause. It identifies the return values,
mostly variables that are bound within the where clause. Additionally, aggregation functions like
AVG, SUM, etc. or custom ones are often used here.

FROM / FROM NAMED identifies the subgraph that is used to calculate the results. This enables
SPARQL not just for querying triples but also quadruples.

WHERE is the selection clause. It identifies the values and bind the variables for the projection. Sev-
eral constructs are allowed within the where clause, e.g. OPTIONAL, UNION, FILTER, negation,
etc.

LIMIT / OFFSET / ORDER BY are sequence modifiers that can be used to change the quantity and
the (per default random) order of a result set.

GROUP BY / HAVING are used to aggregate results, whereby HAVING is similar to FLTER in a
WHERE clause.

For the matter of readability the list of clauses is not complete but includes the widely used ones. Like
in SQL, in SPARQL 1.1 subqueries are allowed, too.

Listing 9 shows a simple SPARQL query that selects first- and lastname of persons having a
lastname that starts with ’A’, ascendent ordered by their age.

Listing 9: A simple SPARQL query

PREFIX foaf: <http://xmlns.com/foaf/0.1/>
PREFIX sample: <http://example.org/sample/>

SELECT ?firstname ?lastname
WHERE {

?p a foaf:Person.
?p foaf:firstname ?firstname.
?p foaf:lastname ?lastname.
?p sample:age ?age.

FILTER regex( ?lastname , "ˆA" )
}
ORDER BY ASC( ?age )
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Variables in SPARQL are marked by the use of either ”?” or ”$” followed by a string of charac-
ters; the ”?” or ”$” is not part of the variable name. Variables are bound within the WHERE clause, the
most important pattern, which is a kind of group graph pattern. SPARQL 1.1 defines some functions
for filtering and aggregation (e.g. regex), which can be extended with custom operations.

Since version 1.1 SPARQL also takes into account the trends towards Linked Data and supports
path expressions within patterns (whereby a triple pattern is also a special path expression of length 1).
Listing 10 shows an example of a property path including an alternative path with an arbitrary length
match. Such a fact is not expressible with simple triple patterns.

Listing 10: A SPARQL path expression

{ ?ancestor (ex:motherOf|ex:fatherOf)+ <#me> }

Path expressions also support some forms of limited inferences, for example for RDFS, all types and
subtypes of a resource, like outlined in Listing 11.

Listing 11: Simple inference with SPARQL path expression

{ <http://example/thing > rdf:type/rdfs:subClassOf* ?type }

4.2.2 SPARQL Extensions

Although SPARQL 1.1 provides a powerful feature set, it also offers different possibilities for custom
extensions to support specific purpose functions. There can be many use cases where SPARQL
should be able to exceed the standard function set. Examples among many include full-text search,
temporal and geospatial distance functions, multimedia similarity or custom aggregation functions. To
embed custom function into the fundamental idea of declarative programming of SPARQL four main
possibilities to extend SPARQL exist:

Filter Functions Extension
SPARQL query language allows filtering of query results through predicate expressions. Custom
filter functions allow the definition of additional operations in the FILTER operator of SPARQL. The
functions are globally identified by an IRI and take some number of RDF terms as arguments. Listing
12 shows an example how filter functions can be exploited to allow geospatial distance functions in
SPARQL.

Listing 12: SPARQL Filter Function example

FILTER (custom:geoDistance(?placeA ,?placeB) < 10)

Filter functions are described explicity by the SPARQL 1.1. specification under the name of
“Extension Functions” [HS13b] . Most of the popular SPARQL engines support extension functions,
but the specification does not state how filter function should be implemented by the engine. The
engine has to have a function registry to identify the correct implementation. In Virtuoso, for example,
a developer can specifiy a extension function using SQL stored procedures or call nativ C code55. As
a consequence the implementation of custom functions are globally not constistent and depent highly

55http://virtuoso.openlinksw.com/dataspace/doc/dav/wiki/Main/VirtTipsAndTricksGuideCustomSPARQLExtensionFunction
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on the underlying SPARQL engine. An approach by Gregory Todd Williams suggests the possbility to
implement extension function using a scripting language like JavaScript [Wil07]. The function itself is
identified by a dereferencable HTTP URI. The SPARQL endpoint can resolve the URI and retrieve and
exectute the responded JavaScript code. In this way, the implementation of a function can be shared
and retrieved on-the-fly.

Function Predicates Extension
Function Predicates, also often called Magic Predicates, Computed Properties or Property Functions,
are basically similar to the mentioned filter functions. A predicate, identified by an IRI, denotes a
custom behaviour. But instead of using the function in a FILTER operator, function predicates use
the known convention of triple graph patterns. A function predicate is a predicate in a SPARQL triple
that produces bindings using a stored functions instead of subgraph matching of existing triples in the
database or inferencing. Many existing SPARQL engines support common functionality like free-text
search exposed as function predicates. As an example, listing 13 shows how ARQ SPARQL processor
could be queried for subjects which have a label starting with the string “Michael”56 using the function
predicate textMatch.

Listing 13: SPARQL Function Predicates example

PREFIX fp: <http://jena.hpl.hp.com/ARQ/property#>
SELECT * {

?subject fp:textMatch ’Michael*’
}

This overloading of predicates isn’t explicitly mentioned in the SPARQL 1.1 specification, but
implicitly allowed by sticking to the SPARQL grammar. In contrast to filter functions, predicate func-
tions only allow 2-ary functions to be fully compliant with the SPARQL triple specification. Strictly
speaking, function predicates with multiple parameters are rather SPARQL language extensions. Some
function predicates overcome this syntactic problem by using a RDF list in the object portion of the
triple, because RDF lists don’t have to be homogeneous (the members do not have to be of the same
type).

Meta Extension
In a way, meta extensions depent on the aforementioned extension types. It allows the definition of new
SPARQL functions and function predicates based on other SPARQL expressions or reusable SPARQL
query templates. As a consequence, the SPARQL syntax and grammar does not need to be modified.
Only the underlying SPARQL engine has to be aware of the processing of the SPARQL translation.
SPARQL Inferencing Notation (SPIN)57, a W3C member submission58, forms the de-facto standard for
SPARQL meta extensions. It offers a very powerful meta-modeling mechanism and allows user-defined
functions which are based on SPARQL rules or constraints. For example, SPIN constraint can be used
to link a RDF class with SPARQL queries that formalize invariants for the members of that class. In
more detail, the RDF class “Square” could be automatically linked to all instances which have equal
values for the “width”- and “height”-predicate. Meta extensions build a lightweight possibility to define
new function, stored procedures or constraints based on existing SPARQL features.

56http://jena.apache.org/documentation/larq/
57http://spinrdf.org/
58http://www.w3.org/Submission/2011/SUBM-spin-overview-20110222/
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Language Syntax Extension
The most powerful extensions of SPARQL can be done with real syntactic extensions. This kind
of extension includes the modification of the SPARQL grammar and semantics by introduction
new keywords or operations. For example f-SPARQL, proposed by Cheng, Ma and Yan [CMY10],
introduces the fuzzy set theory to efficiently compute top-k answears based on user-defined weights.
Another approach by Siberski, Pan and Thaden [SPT06] describe a SPARQL extension which directly
supports the expression of preferences to allow scoring and ranking for result sets. Complex spatial
and temporal SPARQL queries are supported by the SPARQL-ST extension [PJS11]. An example of
the SPARQL-ST syntax is highlighted in listing 14. This query uses a SPATIALFILTER involving the
inside function to ensure that geographical point falls within the given geographical area.

Listing 14: SPARQL Syntax Extensions example

SELECT * WHERE {
?c stt:located_at %g.
SPATIAL FILTER (inside(%g, GEOM(POLYGON ((

-75.14 40.88, -70.77 40.88, -70.77 42.35,
-70.77 42.35, -75.14 42.35,
-75.14 42.35, -75.14 40.88))))

)
}

Obviously, the modication of the SPARQL syntax features a extensive way to add custom behaviour to
SPARQL but does not ensure the interoperability and portability between different SPARQL endpoints.

As mentioned, efforts for standardisation and interoperability are a crucial task for SPARQL ex-
tensions. The SPARQL Extension Description59 by Leigh Dodds addresses this issue with a first
draft of a small vocabulary for describing SPARQL extensions. Every extension function which is
associated with an URI should be dereferencable and respond with metadata about the function itself.
This information is useful to support interoperability, validation, documentation and automatic feature
detection for SPARQL clients. The recently issued W3C recommendation SPARQL 1.1 Service
Description [Wil13] provides a vocabulary for describing SPARQL endpoints in terms of supported
features, available dataset and extension functions. The service description should be available by
dereferencing the SPARQL endpoint URI using the HTTP GET operation. The vocabulary include the
indication of extension functions or property features which may be used in a SPARQL clause like
SELECT and FILTER. However, both approaches almost only describe which features are supported,
but does not give any detailed information about the feature which is identified by an URI. Detailed
information such as input parameter description or mapping between existing different extensions could
be useful to improve the interoperability and mobility of SPARQL extensions.

59http://www.ldodds.com/schemas/sparql-extension-description/
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5 Multimedia Recommendations

Responsible partner: xxx
Related Technology Enablers: TE-xxx, TE-xxx

5.1 Introduction

In work package 5, we will investigate how the outcomes of cross-media extraction, cross-media meta-
data publishing, and cross-media querying can be used for computing recommendations for media con-
tent. The recommendation system will use standard approaches for computing recommendations and
clustering (for example, feature vector similarity or k-means clustering). The main results will be:

• a standard model for transforming the multimedia metadata and analysis results into features
suitable for recommendation and clustering (e.g. based on querying)

• a prototypical implementation of different algorithms for recommending and clustering media
objects as a module for Apache Marmotta

The implementation of cross-media recommendations will be used as the main user-facing functionality
in the use cases of the project.

Recommender systems (also called recommender engines or recommender platforms) have become
very popular in recent years. Prominent examples include e-business sites with product recommenda-
tions like Amazon and Netflix60, and social media sites like last.fm, Pandora, Facebook, and LinkedIn
with related content and related user recommendations. Also, recommender systems are increasingly
important in the news and media sector: for example, recommendations in Google News make up 38%
of the click-through rate.

In general, there are three kinds of approaches to recommendations:

• Collaborative filtering is based on collecting and analysing large amounts of information about
user behaviour, activities, or preferences and predict what users will like based on their similarity
to other users; this approach is e.g. used by the Amazon product recommendation.

• Content-based filtering is based on the content and metadata of the items that are recommended
and recommends other items with similar features or traits; features can include both features
extracted directly from the content (e.g. instruments in a piece of music), and features explicitly
represented in the metadata (e.g. likes or ratings of users ); this approach is e.g. used by last.fm.

• Hybrid approaches are based on a mixture of different methods, including collaborative and
content-based filtering; in many cases, these approaches have proven to perform better than the
pure approaches; hybrid approaches are e.g. used by Facebook and Netflix.

60While these algorithms are usually proprietary, Neflix used a crowdsourcing competition to identify the most accurate
recommendation algorithms. Details of the winning solutions are given here: http://www.netflixprize.com/community/
viewtopic.php?id=1537. However, changes to the business (primarily the increase in streaming as a delivery model) and the
need to encourage diversity as well as accuracy (in order to account for shared accounts across households) meant that this al-
gorithm was not implemented (http://techblog.netflix.com/2012/04/netflix-recommendations-beyond-5-stars.
html). However, it remains a useful benchmark.
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All kinds of recommendation systems have their specific advantages and disadvantages. For exam-
ple, collaborative filtering typically suffers from a cold-start problem, sparsity of data, and scalability
issues. On the other hand, content-based filtering depends heavily on proper understanding of the mean-
ing of the analysed content and suffers from the so-called “Semantic Gap” problem. A semantic gap
is the difference in meaning between two representations of the same concept, for example across lan-
guages or between a human and a computational system’s use of the same term. Beyond these general
approaches there are also more focused methods that e.g. take into account demographics or context.
These can be considered as specialisations of the aforementioned approaches. Recommendation algo-
rithms for all three approaches are well known and widespread. For example, typically used algorithms
include cluster analysis (k-means, k-next-neighbours) or classification (bayesian, neural networks, sup-
port vector machines).

The Open Source framework “Apache Mahout” implements a whole collection of algorithms for
free use. The main challenges are the quality of extracted features and scalability. Cross-media or
cross-domain recommendations have also been investigated recently. In principle, cross-media recom-
mendation does not differ much from the single-domain approaches. The main challenge here is in
finding common traits across different media types and platforms. A further complication is in situa-
tions (such as that discussed for citizen science below) where the objective lies not only in providing
the best possible recommendation for a user or customer, but in distributing recommendations evenly.
In the case of citizen science, this means ensuring an entire data set is classified, but it might also apply
to businesses adopting a sales model similar to Amazon but who are unwilling or unable to carry stock
for a long period, meaning that it becomes desirable to exhaust the inventory.

5.2 State-of-the-art for generic recommender systems

5.2.1 Introduction

In recent years, the interest in recommender systems has dramatically increased. Besides the typical
e-commerce example [SKR99], where recommender systems are applied to increase the revenue by
suggesting to the users items that they are might interested to buy, this research field has gained attention
in many other domains where users usually suffer of information overload problems or where simply
there is an interest on maximizing the fidelity of the users by increasing the time they spend on a site.
Probably, Amazon.com is the most famous story of a recommender system successfully applied for
e-commerce ([LSY03]). Based on purchase history, browsing history, and the item a user is currently
viewing, they recommend items for the user to consider purchasing. As for Amazon, for many other
highly rated Internet sites like NetFlix, Youtube, Linkedin, Yahoo, TripAdvisor, Expedia and so on,
recommender systems are a key component.

5.2.2 Collaborative Filtering Systems

Recommender systems emerged as an independent research area in the mid-1990s when researchers
started to focus the recommendation problem as modeling ratings estimations for the items that have
not been explored before by the user. In these systems, user behavior is intended to be modeled as
items’ ratings. The most straightforward way to obtain the ratings is by explicitly letting the users to
give a score to the items. Then, recommendations algorithms will try to cluster users with similar tastes
and will try to find relationships between items based on those ratings. In this way, recommendations
depend always not only on the behaviour of a concrete user in the system, but also on the behaviour
of the rest of the users. This approach has been widely known as Collaborative Filtering [SFHS07].
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Collaborative filtering is considered to be the most popular and widely implemented technique in rec-
ommender systems. The key idea is that the rating of a user A for a new item I is likely to be similar to
that of another user B, if A and B have rated other items in a similar way.

Several Collaborative Filtering algorithms have been designed and successfully implemented in the
last years. User-based collaborative filtering, also known as KNN collaborative filtering, was the first of
the automated Collaborative Filtering methods. It was first introduced in the GroupLens Usenet article
recommender [RIS+94]. These systems evaluate the interest of an user for an item using the ratings for
this item by other users that have similar rating patterns. This relies on a clustering process of users
with similar tastes based on common and correlated ratings. As any other clustering algorithm, the key
feature is the similarity function. For user-based approaches, a function for computing the similarity
between users based on their preferences and profiles is needed. In [ERK11] it is possible to find a good
survey of widely adopted similarity functions like Pearson Correlation, Constrained Pearson correlation,
Spearman Rank Correlation or Cosine.

Item-based collaborative filtering [SKKR01] predicts the rating of an user for an item based on user’s
past ratings for similar items, being then two items similar if several users have rated these items in a
similar way. Due to scalability problems of the user-based approaches when the number of users grows,
item-based systems are nowadays more extended and adopted. Rather than using similarities between
users’ rating behavior to predict preferences, it uses similarities between the rating patterns of items. If
two items tend to have the same users like and dislike them, then they are similar and users are expected
to have similar preferences for similar items. As for users, similarity functions like Cosine and Pearson
Correlation have been probed to be effective for computing items similarities.

5.2.3 Content-based Systems

Content-based recommender systems [PS13] learn to recommend items that are similar to those that the
user liked in the past. The similarity of items is calculated based on the features associated with the
compared items. The basic process performed by a content-based recommender consists in matching
up the attributes of a user profile where preferences are stored, with the attributes of new interesting
items. For example, if an user has listened before a set of rock songs, the system could suggest to
listen new rock or similar styles songs. The most straightforward implication of this kind of systems
is that they are completely domain-dependent. While for adopting a collaborative filtering system only
a rating or preference model is needed, with content-based systems it is necessary for each domain
to properly profile items and customize the similarity functions. For some domains, especially those
involving unstructured items like multimedia files, item profiling is not an easy task resulting in weak
item’s representations. In these cases, content analysis techniques are applied in order to extract items’
features and make an structured representation of them. For instance, when it is desired to recommend
textual information, classic information retrieval techniques can be applied to extract features like term
frequency, part of speech tags or n-grams, but also more advanced analysis process can be used to
identify relevant concepts, categorize the content or extract underlying knowledge.

After profiling the items, users are also profiled by collecting the items liked and not liked in the past.
Users’ profiles are typically used then to infer a model of users’ interests able to give a score for each
pair of user and new item. Recent content-based recommender systems use machine learning to rank
techniques to train such models using the harvested preference data [MKP03]. Apart from the limited
content analysis problem, another well known shortcoming of content-based systems is the overspecial-
ization. Content-based recommenders have no inherent method for finding something unexpected. The
system suggests items whose scores are high when matched against the user profile, hence the user is
going to be recommended items similar to those already rated. Because of these shortcomings, it is rare
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to find a pure content-based implementation. It is more common to use hybrid approaches involving
collaborative and content-based. The current trend in content-based filtering is to add social information
to the items attributes, such as tags, comments, opinion, and social network sharing. Social tagging sys-
tems are the most popular because they allow users to annotate online resources with arbitrary labels,
which produces rich information space filtering techniques.

5.2.4 Context-aware Systems

The majority of existing approaches to recommender systems focus on recommending the most relevant
items to individual users and do not take into consideration any contextual information, such as time,
place or surrounding events and trends. In other words, traditionally recommender systems only take
into account two types of entities, users and items, and do not put them into a context when providing
recommendations. However, in many domains, contextual information is important in order to deliver
more accurate suggestions. For example, temporal information is an important factor for traveling as
location is for restaurants recommendations. Also, for music recommendations in applications like
Spotify or Pandora, it is important to take into account the current mood of the user.

[RRS11] provides a good survey about context-aware recommender systems, including techniques
for modeling contextual information and including it in the recommendations algorithms. The most
common way to use the contextual information is by introducing it as a new element in the recommen-
dation process, just as users and items. In this way, the users’ preferences don’t longer consist on items
they liked or rated in the past, but they now consist on a rating within a concrete context. For example,
movies’ preferences would also depend on where, what time and with whom the movie has been seen.
As we can see from this example and other cases, the contextual information can be of different types,
each type defining a certain aspect of context. Further, each contextual type can have a complicated
structure reflecting complex nature of the contextual information. Although this complexity can take
many different forms, one popular defining characteristic is the hierarchical structure of contextual in-
formation that can be represented as trees, as is done in most of the context-aware recommender and
profiling systems [ASST05]. In the same way, it is possible to find OLAP-based representations widely
used in the data warehousing applications.

Regarding the use of the contextual information in the recommendation process, the different ap-
proaches used can be broadly categorized in two groups: recommendation via context-driven querying
and search, and recommendation via contextual preference elicitation and estimation. Context-driven
querying and search basically uses the contextual information to query or search a certain repository
of resources and suggest the best matching resources. In contrast to this approach, recommendation
via contextual preference elicitation and estimation attempts to model and learn user preferences by
observing the interactions of this and other users with the systems or by obtaining preference feedback
from the user on various previously recommended items. To model users’ context-sensitive preferences
and generate recommendations, these techniques typically either adopt existing collaborative filtering,
content-based, or hybrid recommendation methods to context-aware recommendation settings or apply
various intelligent data analysis techniques from data mining or machine learning (such as Bayesian
classifiers or support vector machines).

5.3 State-of-the-art for MICO use cases

5.3.1 Recommender systems in Citizen Science / Zooniverse Use Case

The Zooniverse is a suite of online citizen science projects for which the general structure involved de-
livering a ‘subject’ (either image, video, or audio file) to a volunteer who is given the task of performing
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some sort of classification of the subject. For example, in Snapshot Serengeti volunteers will be deliv-
ered an image from a camera trap and asked to identify what species of animals they see in the image,
how many of them there are, and what they are doing. Other task types found in Zooniverse projects
include classification, comparison and annotation.

There are two main areas in which the implementation of recommender systems in the Zooniverse
can be useful:

• Cross-project recommendations: With over twenty separate citizen science projects running on
the Zooniverse platform at the moment (and many more under development) it would be advanta-
geous to have a reliable way of recommending different projects to a specific volunteer or group
of volunteers, perhaps to help out a project that does not have a high rate of classifications, or to
retain a volunteer who we think is going to leave the project they are on.

• Subject recommendations / task allocation: Within a certain Zooniverse project it can be useful
to deliver/recommend a certain subject (or type of subject) to a specific volunteer (or group of
volunteers) based on some measurement of that volunteers’ performance.

The following sections outline the state-of-the-art for recommender systems in the Zooniverse based on
these two areas.

Cross-project recommendations
The Zooniverse currently hosts over twenty separate web-based citizen science projects, and it is adding
new projects at a rate of about one every month. As projects have finite lifetimes, cross-project recom-
mendations are essential in maintaining classifier activity; the majority of effort on most recent Zooni-
verse projects comes from existing users, and the majority of volunteers who sign up have tried more
than a single project. At the moment, users on any given project can be given a recommendation to try
another project in one of three very basic ways:

1. The top banner on the project they are using may show a recommendation to try another project.
For example, on planethunters.org the top banner shows a statement that says “Planet Hunters
is part of the Zooniverse ...just like Moon Zoo”. This recommendation is hard-wired by the
Zooniverse developers and is not user-specific, i.e. the same recommendation is seen by all users
on Planet Hunters. Many of the Zooniverse projects do not have this type of recommendation on
their banner, and other projects have different recommendations.

2. The Zooniverse home page (http://www.zooniverse.org/), which presents the users with a
list of all currently active projects, has a large top banner that displays a recommendation to
try a specific project. Again this recommendation is hard-wired by the Zooniverse developers
and is not user-specific. The banner is sometimes set to rotate through a list of projects that the
Zooniverse would like to draw attention to for one reason or another. Other times it is fixed to one
specific project for a longer period of time. More recently it has been fixed to one specific project
but rotated through multiple versions with differing copy as an A/B split experiment to test user
motivations and how to acquire more users into a certain project.

3. The Zooniverse provides a user-specific webpage (http://www.zooniverse.org/me) where in-
dividual users can see an overview of their own contributions across all projects. This includes
a list of all projects in which that specific user has taken part. At the bottom of this webpage is
a section entitled ‘Your Recommendations’ where four projects that the user has not contributed
to are offered up as recommendations. The algorithm for choosing these four projects from the
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body of Zooniverse projects is basic. It presents the four most popular projects (as defined by how
many other users are contributing to them) to which that specific user has not contributed already.

Subject recommendations / task allocation
Citizen science projects, in which subjects for classification or viewing are shown to a crowd of volun-
teers for processing, present an interesting recommendation problem. In addition to the usual aims of
recommendation services – i.e. to supply something to a user which they would like to watch – there is
an overarching desire to maximize the efficiency of the system. A user’s desire to see the most interest-
ing or engaging subjects is balanced by the need of the system to complete the task of sorting through all
available subjects. In cases where we can assume that the users are motivated by task completion – for
example, when participation in Zooniverse projects is motivated by a desire to help science ([RBG+13])
– the problem reduces to finding the most efficient set of task allocations.

The ideal task allocation system will maintain the accuracy of results while minimizing the total
number of classifications required, without a noticeable delay in the time taken for task allocation. In
practice, simple rules for subject retirement can be introduced; these are especially useful in situations
in which a large number of subjects are not interesting. An example is found in Snapshot Serengeti,
where the camera traps can be triggered not by a passing animal but by waving grass. When this
happens, the rest of the card is usually filled with images of nothing but grass, but as identifying that
nothing else is visible is an easy task, subjects in which the first three people report nothing are retired
despite the fact they have been seen by rather few people. Similarly, in projects such as Planet Hunters
where discoveries are rare (amongst a large number of non-interesting subjects) the system immediately
follows up on potential discoveries by showing anything identified as a potential planet to the next
available user.

A generic optimization algorithm for systems in which the choice is a binary one (as in Planet
Hunters : Planet or Not-Planet) was developed by [KOS11] who show that for systems in which all tasks
are the same cost (i.e. when it takes the same amount of effort to classify each subject) and when workers
are considered to be fleeting (i.e. when experience does not change over time) their approach is of order
optimal, excluding a constant factor which depends on the specifics of the task and the population.
By using random regular graphs for task allocation and a novel iterative algorithm to infer the correct
answers, they are able to achieve good results even while maintaining a non-adaptive approach; that is,
keeping the strategy the same regardless of the results received. This has a particular practical appeal,
as a strategy could be calculated and implemented in advance of a project being launched. The task
allocation algorithm first makes a choice of how many workers to assign to each task and how many
tasks to give each worker, before worker reliability is assessed based on a post facto assessment of
how and when they agree with the majority. One intriguing further result is that there exists a ‘phase
transition’ around which the problem becomes complex enough for more sophisticated algorithms to
begin to outperform simple majority voting; this suggests that for problems which are simple, or where
user performance is consistent (experience suggests this will be true for the most simple and the most
complex of crowdsourcing problems), there is little to be gained in investing processing time to make
for a more complicated algorithm.

This approach, while easily generalizable and – subject to available processing time – implementable
in a real-world crowdsourcing approach, throws away much information about the user. In platforms
such as the Zooniverse, we have the ability to track users from task to task, and thus build up informa-
tion about the likely performance of a user on a task. The assumption that the cost of each task is the
same is also not always true; in Snapshot Serengeti, for example, images of elephants (which are easy
to recognize) may have a lower cost than images of antelopes (for which the user is asked to distinguish
between several species). In these circumstances, the provision of ‘gold standard’ data where the re-
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quired result is already known, becomes important as a means of quickly determining user reliability.
Such gold standard data might either be simulations (as in Zooniverse projects Space Warps or Planet
Hunters) or be expert classified data.

Simpson et al. ([SRPS12]) developed a method of task assignment based on the use of such data.
Their dataset was derived from the Galaxy Zoo : Supernova project, which characteristically involved
the classification of a few thousand images via a simple decision tree. The individual answers to the
decision tree were not considered, but the three possible exits resulted in three possible scores (confus-
ingly, these are assigned values of -1, 1 or 3, but the categories and not their assigned values are used in
Simpson’s et al. analysis). Working in a Bayesian framework, as in the prior work of Ghahramani and
Kim ([GK03], a confusion matrix is determined whose entries are the likelihood of a given answer given
by any user to any of the available subjects. The advantages of this approach include natural handling of
the sparseness of effort (most users do not see most subjects, especially in a project like this one where
subjects were aggressively retired).

Ghahramani and Kim suggested the use of Gibbs Sampling ([GG84]), a form of inference that
takes advantage of MCMC algorithms to investigate an underlying probability distribution, in order
to take advantage of the resulting guarantee of accuracy, but this is often extremely slow to converge.
As these codes, unlike those discussed above, are adaptive in that they take advantage of information
provided in each classification, this is highly undesirable; users are unlikely to remain on the site while
a recommendation is made. Instead, Simpson et al use a variational Bayes model in which sufficient
statistics are deployed. For the example of archived Galaxy Zoo: Supernova, this approach not only
outperformed majority voting or weighted voting but also substantially outperformed the (slower) Gibbs
Sampling approach.

To make use of this approach as a recommendation engine, a further generalization is required in
order to form a dynamic Bayesian classifier. A dynamic generalized linear model is used to iterate
through the data to update the expected value for a task which has just been assigned, before a second
pass updates all other expected values in turn. This produces an estimate of the optimal next task choice,
but also gives each classifier a track record over time. Tasks can either be assigned to individual users,
or to groups of users who have been identified to have similar behaviours; this latter tactic is most useful
in situations such as that in citizen science where it cannot be assumed that a given classifier will remain
on the site for a given amount of time.

This approach fails to consider the effect on a classifier’s morale in its task assignments. In particular,
it will in the ideal case produce in some cases a set of very similar tasks for each classifier, chosen
according to the classifier’s proficiency. Specifically, we might expect Galaxy Zoo classifiers to be
assigned consistently bright, faint, spiral, elliptical, distant or nearby galaxies. If those classifiers are
motivated by variety, or by a desire to see the most beautiful or spectacular images, then this will result
in low volunteer retention rates. A model in which the cost of classification was allowed to vary from
subject to subject, and in which the cost could be dynamically determined (for example, by measuring
the rate of volunteer dropout after inspecting a given subject) would be hugely helpful in real world
applications. A further extension, in which the model can not only assign test and gold standard data but
also training data (in which the answer is both known and made visible to the volunteers) would also be
of interest. In particular, one would want such a model to predict the likely effect of being trained on
volunteer performance and longevity.

5.3.2 Recommender systems in news media / InsideOut10 Use Case

Online news reading has become extremely popular as the Internet enables access to news articles from
millions of sources around the world. A key challenge of news websites as well as blogs is to drive
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traffic towards articles that readers find interesting to read.
News article recommendation differs in several ways from other types of recommender systems such

as the ones designed for video or music even though at the basis we have content-based recommenda-
tion, user-based recommendation (or collaborative filtering) and hybrid approaches mixing the different
methods.

The main differences between news recommendation when compared to music and videos recom-
mendation systems are the following:

• freshness can be more important than relevancy,

• the unstructured format of a news story is more difficult to analyze than a music track with all its
proper metadata,

• news readers might have an unpredictable preference for some particular events contained in news
articles that is hard to discover other than by accessing personal information in the form of user
actions (i.e. clickstreams on news sites, sharing or re-posting news articles over Facebook, posting
photos on Flickr or video on YouTube in association with a specific event),

• news interests change over time and it is not always effective to use past-user actions to filter news
content,

• the variety in recommended news articles (or blog post) is extremely valuable (serendipity effect)
to drive traffic and engagement,

• breaking and trendy news articles might become of particular interest for a user even when not
related to his or her general interests if they are being disseminated within his or her circle of
friends over social networks (50% of social network users share or repost news stories, images or
videos; nearly as many – 46% - discuss news issues or events on social network sites61) at the same
time statistics show here that the virality of a piece of content (how much the article has been liked
or shared over social networks) doesn’t corresponds to an higher level of attention62(meaning that
the content shared is viewed but the quality of the engagement measured in terms of time spent or
percentage of page scrolled is relatively low).

Despite the significant progress of recommender systems available today for publishers from mid-size
companies like Zemanta and Taboola to large organizations like Google (planning this year to intro-
duce a new recommendation platform for web publishers63) there are still major issues that limit the
effectiveness of recommendation systems for news articles.

The following challenges are significant in the domain of news recommendation and somehow rel-
evant in our use cases:

• cold-start users are hard to serve when they first request a recommendation as their interests
remain unknown (user-based filtering); as the users interact with the content the recommendation
system should be able to incrementally update the user profile reflecting his/her change in interest,

• cold-start news articles that have not yet been tied to many users’ preferences (content-based
filtering) are difficult to be repurposed (a problem also known as first rater problem, [DDGR07]),

61http://www.journalism.org/2014/03/26/8-key-takeaways-about-social-media-and-news/
62http://time.com/12933/what-you-think-you-know-about-the-web-is-wrong/
63http://venturebeat.com/2014/02/10/google-is-pushing-a-new-content-recommendation-system-for-publishers

91

http://www.journalism.org/2014/03/26/8-key-takeaways-about-social-media-and-news/
http://time.com/12933/what-you-think-you-know-about-the-web-is-wrong/
http://venturebeat.com/2014/02/10/google-is-pushing-a-new-content-recommendation-system-for-publishers


• the user’s preference for a given news article highly depends on his/her current context,

• consent to access personal information stored on social networks like Facebook, Google+ and
Twitter is not granted by all users and in any case raises potential privacy issues,

• online news videos are becoming a core element of news articles and with broader mobile adop-
tions. These videos are in some cases gathered from citizens submitting online contents (using
web forms or instant video recording applications like Shoof) or aggregated from social networks
and blogs,

• mobile devices’ screens have limited space available to user interfaces for recommendation.

Content-based recommendation repurpose items using either the lexical content of the previously
viewed items or semantic information extracted with NLP tools. User based recommendation (or col-
laborative filtering) exploit profile similarities between different users.

While originally content-based recommendations were more common when filtering news content
[AGHT11]) now hybrid approaches are widely used by large sites such as google news and yahoo and
the recommendation heavily relies on the web history of logged-in users ([LCLS10])

User Profile
The user profile is a key part of efficient filtering in recommendation platforms.

According to [BP99] there are two type of interest: short-term driven by the news agenda and its
trend and long-term that most likely resembles the actual interests of a user. In order to provide valuable
recommendation of news items a profile needs to be constructed and updated as change in interest is
frequent especially for short-term interests.

The user interests can be determined based on the news items which have been read during a single
navigation session or across multiple sessions with the use of web cookies or in the case of authenticated
users. Other information can be derived from social profiles in the case of users that use the social login
and provide their consent in accessing their social data. For semantics-based recommendation methods
the concepts that appear in the news items are stored in vector and various algorithms can be used to
assess concept equivalence and concept relatedness.

Considering the context of Shoof (“Look here” in arabic – a mobile instant video recording appli-
cation for user generated content being developed by the Egyptian team of InsideOut10) and WordLift
(a plugin for WordPress) at present stage, in terms of user profile, we have respectively access to the
following:

• Shoof

– click statistics for each browsing session of a user (e.g. which videos have been viewed,
which categories, general site usage),

– access to the twitter or facebook profile of the users (consent to access the social graph might
be denied on login),

– video content being uploaded, its meta-data (including geo-location) and the semantic data
as a result of MICO analysis workflow,

• WordLift

– click statistics for session,
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– WordPress profile for logged-in users and authors including links to their G+ profile. The
wordpress profile consists in the following: username, first name, last name, nickname,
email, short biography, website and (when available) list of contributed articles,

– number of user comments for the article.

While for Shoof being a mobile application we can gather profiling data, for WordLift the ideal recom-
mendation system will work using data gathered during each visit of anonymous web users. In other
words for WordLift, as in most of news publishing platforms, a successful algorithm needs to degrade
gracefully and be able to provide valuable recommendations even when there is little information about
the user.

Articles and Media Recommendations in WordLift and Shoof
A recommendation system in the context of WordLift (news publishing websites and blogs) has to be fast
and provide real-time recommendations without impacting on the overall performance of the website
(page speed impacts the search ranking64). Flexibility is also important in order to respond properly to
different classes of users with relevant recommendations. These classes of users including: anonymous
web users, anonymous web users being traced with the use of web cookies, profiled users (email only)
and profiled users that are using a social login (Facebook, Twitter, G+ or WordPress).

For Shoof the recommendation is primarily limited by the size of the screen that can be used for the
re-purposing of content in-app. Users are in most cases profiled with either email or social login. In
terms of user interactions the system shall be able to propose content in the form of videos (for Shoof
and WordLift), text and images (WordLift only).

We envision the following dynamics for the user experience:

1. Contents to be pushed on page using interactive widgets being placed within the context of a
news article and below the “fold”65– meaning in a relevant position exactly where the body of the
content is. This specific position requires a general understanding of the text being written to be
relevant for the user and not disturbing.

2. News articles or video to be promoted using web notifications66 in desktop and mobile browsers
that are starting to support this method67.

3. For profiled users messaging can be used in the form of e-mail and sms (Shoof only) to suggest
content that can be relevant for a user.

64http://www.mattcutts.com/blog/site-speed/
65http://timedotcom.files.wordpress.com/2014/03/unknown-1.png?w=560
66http://www.w3.org/TR/notifications/#examples
67http://caniuse.com/notifications
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6 Related Implementations

6.1 WP2

Table 8 Component Sheet - FhG Temporal Video Segmentation
Related SotA section (name): 2.4.6

Implementation name: FhG Temporal Video Segmentation

Description: The temporal video segmentation software detects shots, key
frames (i.e. important frames) and scenes in videos.

URL / source: http://www.idmt.fraunhofer.de

Language: CPP

Platform: Windows (32/64), Linux (32/64), OSX(64)

type: executable, library

Current version: 1.3.0

Last Update: 23/04/2014

Software license: commercial

Input/Output: video/video/measurement values, images

Dependencies: none

Comments: none

Table 9 Component Sheet - The Stanford Parser
Related SotA section (name): 2.2, 2.3

Implementation name: The Stanford Parser

Description: A phrase structure and dependency parser

URL / source: http://http://nlp.stanford.edu/software/lex-parser.
shtml

Language: Java (JDK 1.6 or later)

Platform: Windows (32/64), Linux (32/64), OSX(64)

type: Java package

Current version: 3.3.1

Last Update: 04/01/2014

Software license: GNU General Public License (v2 or later)

Input/Output: text/parse trees

Dependencies: none

Comments: none
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Table 10 Component Sheet - Stanford NER
Related SotA section (name): 2.2, 2.3

Implementation name: The Stanford named-entity extractor

Description: A java implementation of a named-entity extractor

URL / source: http://nlp.stanford.edu/software/CRF-NER.shtml

Language: Java (JDK 1.6 or later)

Platform: Windows (32/64), Linux (32/64), OSX(64)

type: Java package

Current version: 3.3.1

Last Update: 04/01/2014

Software license: GNU General Public License (v2 or later)

Input/Output: Text/annotations

Dependencies: none

Comments: none

Table 11 Component Sheet - Apache OpenNLP library
Related SotA section (name): 2.2, 2.3

Implementation name: Apache OpenNLP library

Description: Machine-learning toolkit for processing natural language

URL / source: opennlp.apache.org

Language: Java (JDK 1.6 or later)

Platform: Windows (32/64), Linux (32/64), OSX(64)

type: Library, source code

Current version: 1.5.3

Last Update: 24/04/2014

Software license: Apache license, v. 2.0

Input/Output: Training data, target document/Classifier, classification

Dependencies: JDK 6, Apache Maven 3.0

Comments: none
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Table 12 Component Sheet - Freeling
Related SotA section (name): 2.2, 2.3

Implementation name: Freeling

Description: Open Source Sute of Language Analyzers

URL / source: http://nlp.lsi.upc.edu/freeling/

Language: C++, Java bindings via JNI

Platform: Windows (32/64), Linux (32/64), OSX(64)

type: Library, source code

Current version: 3.1

Last Update: 13/09/2013

Software license: GNU General Public License, v. 3.0

Input/Output: Text/Annotations

Dependencies: see Documentation

Comments: none

Table 13 Component Sheet - Apache Stanbol
Related SotA section (name): 2.2

Implementation name: Apache Stanbol

Description: Open Source Sute for Information Extraction

URL / source: http://stanbol.apache.org

Language: Java

Platform: Windows (32/64), Linux (32/64), OSX(64)

type: RESTful API, Server

Current version: 0.12

Last Update: 02/03/2014

Software license: Apache license, v. 2.0

Input/Output: Text, Rich Text/Detected Entities, Extracted Entities, Categories,

Dependencies: see Documentation

Comments: Stanbol integrates with other NLP frameworks such as OpenNLP,
Stanford NLP and Freeling. It allows link Entities from user man-
aged vocabularies

96

http://nlp.lsi.upc.edu/freeling/
http://stanbol.apache.org


Table 14 Component Sheet - CMU Sphinx
Related SotA section (name): 2.2

Implementation name: CMU Sphinx

Description: Open source toolkit for speech recognition

URL / source: http://cmusphinx.sourceforge.net

Language: Java (JDK 1.6 or later)

Platform: Windows (32/64), Linux (32/64), OSX(64)

type: Library, source code

Current version: Sphinx4, v. 1.0 Beta 6

Last Update: 03/01/2011

Software license: Apache license v.2

Input/Output: Sound and language models/time-stamped transcriptions

Dependencies: none

Comments: none

Table 15 Component Sheet - Python Natural Language Toolkit
Related SotA section (name): 2.2, 2.3

Implementation name: Python NLTK

Description: Platform for building Python programs to work with natural
language.

URL / source: http://www.nltk.org

Language: Python versions 2.6-2.7, 3

Platform: Windows (32/64), Linux (32/64), OSX(64)

type: Library, source code

Current version: 3.0

Last Update: 01/11/2013

Software license: BSD-style license

Input/Output: Text/annotations

Dependencies: none

Comments: none
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Table 16 Component Sheet - OpenIMAJ
Related SotA section (name): 2.4.1 , 2.4.2, 2.4.4, 2.4.6

Implementation name: OpenIMAJ

Description: multimedia content analysis and content generation

URL / source: http://www.openimaj.org/

Language: Java

Platform: Windows (32/64), Linux (32/64), OSX(64)

type: library

Current version: 1.2.1

Last Update: 09/03/2014

Software license: BSD style license

Input/Output: image, video/java api, output images and videos

Dependencies: Java 7

Comments: none

Table 17 Component Sheet - SHORE
Related SotA section (name): 2.4.2,2.4.4

Implementation name: SHORETM

Description: face detection and facial analysis of faces for humans and great
apes [KE06]

URL / source: http://www.iis.fraunhofer.de

Language: CPP

Platform: Windows (32/64), Linux (32/64)

type: executable, library

Current version: 140

Last Update: 08/04/2014

Software license: commercial

Input/Output: input: image, video, output: annotations

Dependencies: —-

Comments: —-
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Table 18 Component Sheet - OpenCV
Related SotA section (name): 2.4.2,2.4.4,2.4.1

Implementation name: OpenCV

Description: face detection[VJ01], various low-level features, face recognition
[TP91b]

URL / source: http://opencv.org/

Language: CPP

Platform: Windows (32/64), Linux (32/64), OSX, Android, iOS

type: libraries

Current version: 2.4.9

Last Update: 25/04/2014

Software license: BSD

Input/Output: input: image, video, output: annotations, images, features

Dependencies: —-

Comments: —-

Table 19 Component Sheet - VLFeat
Related SotA section (name): 2.4.2,2.4.4,2.4.1

Implementation name: VLFeat

Description: various low-level features, detectors and CV algorithms

URL / source: http://www.vlfeat.org/

Language: CPP, MATLAB

Platform: Windows (32/64), Linux (32/64), OSX

type: libraries, source code

Current version: 0.9.18

Last Update: 29/01/2014

Software license: BSD

Input/Output: input: image, video, output: annotations, images, features

Dependencies: —-

Comments: —-
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Table 20 Component Sheet - FhG software modules
Related SotA section (name): 2.4.1

Implementation name: FhG software modules

Description: various low-level features

URL / source: http://idmt.fraunhofer.de/

Language: CPP, MATLAB

Platform: Windows (32/64), Linux (32/64), OSX

type: shared libraries, m-files

Current version: —

Last Update: 25/04/2014

Software license: closed source

Input/Output: input: image, video, output: features

Dependencies: VLFeat, OpenCV, Intel IPP

Comments: —-

Table 21 Component Sheet - LIBSVM
Related SotA section (name): 2.4.2,2.4.4,2.4.1

Implementation name: LIBSVM

Description: library for classification using Support Vector Machines

URL / source: http://www.csie.ntu.edu.tw/˜cjlin/libsvm/

Language: CPP, MATLAB-interface, Python-interface, Java-Interface

Platform: Windows (32/64), Linux (32/64), OSX

type: libraries

Current version: 3.18

Last Update: 01/04/2014

Software license: BSD license

Input/Output: input: feature vectors, output: classifications, confidences

Dependencies: —-

Comments: —-
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Table 22 Component Sheet - FhG AFR
Related SotA section (name): 2.4.4

Implementation name: FhG AFR software modules

Description: libraries, source code for SOTA face recognition approaches
[TP91b, BHK97, He05, WYG+09, YZY11, YCCY13, YZ10, Eke09,
AHP06, ZSG+05]

URL / source: http://www.idmt.fraunhofer.de

Language: CPP, MATLAB

Platform: Windows (32/64), Linux (32/64), OSX

type: libraries, m-files

Current version: —

Last Update: 25/04/2014

Software license: closed source

Input/Output: input: facial images output: classification results

Dependencies: —-

Comments: —-

Table 23 Component Sheet - FhG software modules for dimensionality reduction
Related SotA section (name): 2.4.2,2.4.4

Implementation name: FhG software modules for dimensionality reduction

Description: libraries, source code for dimensionality reduction techniques
(PCA, LDA, LPP, ...)

URL / source: http://www.idmt.fraunhofer.de

Language: CPP, MATLAB

Platform: Windows (32/64), Linux (32/64), OSX

type: libraries, m-files

Current version: —

Last Update: 25/04/2014

Software license: closed source

Input/Output: input: high-dimensional feature vectors, output: low-dimensional
feature vectors

Dependencies: —-

Comments: —-
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Table 24 Component Sheet - FhG software modules for object/animal detection and recognition
Related SotA section (name): 2.4.2,2.4.3

Implementation name: FhG software modules for object/animal detection and recognition

Description: source code for object/animal detection and recognition in images
and videos

URL / source: http://www.idmt.fraunhofer.de

Language: MATLAB

Platform: Windows (32/64), Linux (32/64), OSX

type: m-files

Current version: —

Last Update: 25/04/2014

Software license: closed source

Input/Output: input: images, image sequences, output: detection and classifica-
tion results

Dependencies: —-

Comments: —-

Table 25 Component Sheet - FhG BEMVisual and BEMAudio and MediaQuality
Related SotA section (name): 2.4.5

Implementation name: FhG BEMVisual and BEMAudio and MediaQuality

Description: The Broadcast Error Monitoring (BEM) software detects audio
and visual errors. Media quality allows cross-medial combining
of measurement values.

URL / source: http://www.idmt.fraunhofer.de

Language: CPP

Platform: Windows (32/64), Linux (32/64), OSX(64)

type: executable, library

Current version: 1.3.0

Last Update: 23/04/2014

Software license: commercial

Input/Output: audio+video/measurement values, images

Dependencies: none

Comments: none
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Table 26 Component Sheet - Interra Systems - Baton
Related SotA section (name): 2.4.5

Implementation name: Interra Systems - Baton

Description: File-based QC and content verification

URL / source: http://www.interrasystems.com/file-based-qc.php

Language: unknown

Platform: Windows, Linux

type: software/executable (GUI)

Current version: unknown

Last Update: unknown

Software license: commercial

Input/Output: audio+video/GUI output, html-, xml-, pdf-report

Dependencies: unknown

Comments: unknown

Table 27 Component Sheet - R&S VEGA Suite
Related SotA section (name): 2.4.5

Implementation name: R&S VEGA Suite

Description: File-based QC

URL / source: http://www.rohde-schwarz.com/en/product/
vega-productstartpage_63493-11300.html

Language: unknown

Platform: Windows XP / 7 (32/64 bit)

type: software/executable (GUI)

Current version: unknown

Last Update: unknown

Software license: commercial

Input/Output: audio+video files, MXF streams/GUI output

Dependencies: unknown

Comments: unknown
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Table 28 Component Sheet - ShotDetect
Related SotA section (name): 2.4.6

Implementation name: ShotDetect

Description: ShotDetect is a free software which detects shots and scenes from
a video.

URL / source: http://johmathe.name/shotdetect.html

Language: CPP

Platform: Windows, Linux

type: source code

Current version: 1.0.85

Last Update: unknown

Software license: LGPL

Input/Output: video/xml-report

Dependencies: none

Comments: none

Table 29 Component Sheet - FhG XPX - Audio/Visual Low-Lovel Feature Extraction
Related SotA section (name): 2.4.1

Implementation name: FhG XPX - Audio/Visual Low-Level Feature Extraction

Description: Extraction of audio and visual low-level features.

URL / source: http://www.idmt.fraunhofer.de

Language: CPP

Platform: Windows, Linux, OS X

type: API, executable (CLI)

Current version: 1.0

Last Update: unknown

Software license: commercial

Input/Output: audio+video/ low-level features

Dependencies: none

Comments: none
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Table 30 Component Sheet - CVLAB - DAISY: A Fast Local Descriptor for Dense Matching
Related SotA section (name): 2.4.1

Implementation name: CVLAB - DAISY: A Fast Local Descriptor for Dense Matching

Description: An Efficient Dense Descriptor Applied for Wide Baseline Stereo.

URL / source: http://cvlab.epfl.ch/software/daisy

Language: CPP

Platform: Windows, Linux, OS X

type: Matlab / CPP Source Code

Current version: 1.8.1 (CPP), 1.0 (Matlab)

Last Update: 11/10/2009

Software license: BSD

Input/Output: images/ visualization

Dependencies: none

Comments: none

Table 31 Component Sheet - FhG Music-Video Annotation Tool
Related SotA section (name): 2.4.7

Implementation name: FhG Music-Video Annotation Tool

Description: Annotation spec and UI supporting the manual annotation of se-
mantic concepts

URL / source: http:/www.idmt.fraunhofer.de

Language: CPP

Platform: Windows (32/64), Linux (32/64), OS X

type: CPP Source Code

Current version:

Last Update: 28/04/2014

Software license: closed source

Input/Output: audio, video, images / annotations

Dependencies: none

Comments: none
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Table 32 Component Sheet - Queen Mary University Sonic Visualiser
Related SotA section (name): 2.4.7

Implementation name: Sonic Visualiser

Description: Application for viewing, analysing, and annotating of audio files

URL / source: http://www.sonicvisualiser.org/

Language: CPP

Platform: Windows (32/64), Linux (32/64), OS X

type: CPP Source Code

Current version:

Last Update: 13/12/2013

Software license: GNU General Public License (v2 or later)

Input/Output: audio / features, annotations

Dependencies: none

Comments: none

Table 33 Component Sheet - FhG Soundslike
Related SotA section (name): 2.4.7

Implementation name: FhG Soundslike

Description: Music similarity search

URL / source: http://www.idmt.fraunhofer.de/

Language: CPP

Platform: Windows (32/64), Linux (32/64), OS X

type: CPP Source Code

Current version:

Last Update: 28/04/2014

Software license: closed source

Input/Output: audio / similarity results

Dependencies: none

Comments: none
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Table 34 Component Sheet - FhG Music Annotation
Related SotA section (name): 2.4.7

Implementation name: FhG Music Annotation

Description: Annotation of various musical properties and concepts

URL / source: http://www.idmt.fraunhofer.de/

Language: CPP

Platform: Windows (32/64), Linux (32/64), OS X

type: CPP Source Code

Current version:

Last Update: 28/04/2014

Software license: closed source

Input/Output: audio / features, annotations, concepts

Dependencies: none

Comments: none

Table 35 Component Sheet - FhG Speech-Music Discrimination
Related SotA section (name): 2.4.7

Implementation name: FhG Speech-Music Discrimination

Description: Discriminate segments which contain music vs. speech vs. other

URL / source: http://www.idmt.fraunhofer.de/

Language: CPP

Platform: Windows (32/64), Linux (32/64), OS X

type: CPP Source Code

Current version:

Last Update: 28/04/2014

Software license: closed source

Input/Output: audio / segmentation

Dependencies: none

Comments: none
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6.2 WP3

6.3 WP4

Table 36 Component Sheet - SPARQL 1.1
Related SotA section (name): 4.2.1

Implementation name: SPARQL 1.1

Description: Marmotta SPARQL module provides support for SPARQL 1.1

URL / source: https://marmotta.apache.org

Language: Java

Platform: Windows (32/64), Linux (32/64), OSX(64)

type: plattform module

Current version: 3.2.0

Last Update: 25/04/2014

Software license: BSD style license

Input/Output: sparql requests and responses in various formats

Dependencies: Java 7

Comments: none

6.4 WP5
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tures in CAD/CAM. PhD thesis, University of Kaiserslautern, 1994.

[KM03] Dan Klein and Christopher D. Manning. Accurate unlexicalized parsing. In Proc. 41st
Annual Meeting of the Association for Computational Linguistics (ACL’03) – Volume 1,
pages 423–430. The Association for Computational Linguistics, 2003.

[KM12] Krishna Kulkarni and Jan-Eike Michels. Temporal features in SQL:2011. ACM SIG-
MOD Record, 41(3):34, October 2012.

[KMF11] Mayumi Kouda, Masakazu Morimoto, and Kensaku Fujii. A Face Identification Method
of Non-Native Animals for Intelligent Trap. In Conference on Machine Vision Applica-
tions (MVA), number 4, pages 426–429, Nara, Japan, 2011.
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Shaker, 2001.

[TT10] Xiaoyang Tan and Bill Triggs. Enhanced Local Texture Feature Sets for Face Recog-
nition Under Difficult Lighting Conditions. IEEE Transactions on Image Processing,
19(6):1635–1650, 2010.

[TV07] Ba Tu Truong and Svetha Venkatesh. Video abstraction: A systematic review and clas-
sification. ACM Transactions on Multimedia Computing, Communications, and Appli-
cations (TOMCCAP), 3(1):3, 2007.

[TVD03] Ba Tu Truong, Svetha Venkatesh, and Chitra Dorai. Scene extraction in motion pictures.
Circuits and Systems for Video Technology, IEEE Transactions on, 13(1):5–15, 2003.

[TYRW14] Y. Taigman, M. Yang, M.A. Ranzato, and L. Wolf. DeepFace: Closing the Gap to
Human-Level Performance in Face Verification. In Conference on Computer Vision and
Pattern Recognition (CVPR), 2014.

[TZ04] Wallapak Tavanapong and Junyu Zhou. Shot clustering techniques for story browsing.
Multimedia, IEEE Transactions on, 6(4):517–527, 2004.

[UF11] Muhammad Uzair and Dalia Fayek. An efficient no-reference blockiness metric for
intra-coded video frames. In Wireless Personal Multimedia Communications (WPMC),
2011 14th International Symposium on, pages 1–5. IEEE, 2011.

134



[Uta12] Akos Utasi. Local Appearance Feature Based Classification of the Theraphosidae Fam-
ily. In Visual Observation and Analysis of Animal and Insect Behavior (VAIB), Tsukuba,
Japan, 2012.

[VDCC11] Patricia Victor, Martine De Cock, and Chris Cornelis. Trust and recommendations. In
Recommender systems handbook, pages 645–675. Springer, 2011.

[Vij13] V. Vijayakumari. Face Recognition Techniques: A Survey. World Journal of Computer
Application and Technology, 1(2):41–50, 2013.

[VJ01] P. Viola and M. Jones. Rapid object detection using a boosted cascade of simple features.
In Conference on Computer Vision and Pattern Recognition (CVPR), pages 511–518,
Kauai, Hawai, USA, 2001.

[Vla00] T Vlachos. Detection of blocking artifacts in compressed video. Electronics Letters,
36(13):1106–1108, 2000.

[VMM+07] Adriano Veloso, Wagner Meira, Tiago Macambira, Dorgival Guedes, and Hélio
Almeida. Automatic moderation of comments in a large on-line journalistic environ-
ment. In Natalie S. Glance, Nicolas Nicolov, Eytan Adar, Matthew Hurst, Mark Liber-
man, and Franco Salvetti, editors, Proc. 1st International Conference on Weblogs and
Social Media (ICWSM’07), 2007.

[VZ03] M. Varma and A. Zisserman. Texture classification: Are filter banks necessary? In
Conference on Computer Vision and Pattern Recognition (CVPR), 2003.

[W3C13] W3C. W3C Data Activity. http://www.w3.org/2013/data/, 2013.

[WB06] G. Welch and G. Bishop. An introduction to the kalman filter. Technical report, Depart-
ment of Computer Science, University of North Carolina, 2006.

[WBL02] Zhou Wang, Alan C Bovik, and Ligang Lu. Why is image quality assessment so diffi-
cult? In Acoustics, Speech, and Signal Processing (ICASSP), 2002 IEEE International
Conference on, volume 4, pages IV–3313. IEEE, 2002.

[WBSS04] Zhou Wang, Alan C Bovik, Hamid R Sheikh, and Eero P Simoncelli. Image quality
assessment: from error visibility to structural similarity. Image Processing, IEEE Trans-
actions on, 13(4):600–612, 2004.

[WC10] Kai Wang and Tat-Seng Chua. Exploiting salient patterns for question detection and
question retrieval in community-based question answering. In Chu-Ren Huang and Dan
Jurafsky, editors, Proc. 23rd International Conference on Computational Linguistics
(COLING 2010), pages 1155–1163. Tsinghua University Press, 2010.

[WEK04] Dirk Walther, Duane R Edgington, and Christof Koch. Detection and Tracking of Ob-
jects in Underwater Video. In Conference on Computer Vision and Pattern Recognition
(CVPR), pages 544–549, Washington, District Columbia, USA, 2004.

[WFKvdM97] L. Wiskott, J.-M. Fellous, N. Kuiger, and C. von der Malsburg. Face recognition by
elastic bunch graph matching. IEEE Transactions on Pattern Analysis and Machine
Intelligence (TPAMI), 19(7):775–779, 1997.

135

http://www.w3.org/2013/data/


[WGY03] W. Q. Wang, W. Gao, and D. W. Ying. A fast and robust speech/music discrimina-
tion approach. In Proceedings of the 2003 Joint Conference of the Fourth International
Conference on Information, Communications and Signal Processing, 2003 and Proceed-
ings of the Fourth Pacific Rim Conference on Multimedia., volume 3, pages 1325–1329,
2003.

[Wil07] Gregory Todd Williams. Extensible SPARQL functions with embedded Javascript. vol-
ume 248 of CEUR Workshop Proceedings ISSN 1613-0073, June 2007.

[Wil13] Gregory Todd Williams. SPARQL 1.1 Service Description. W3C Recommendation 21
March 2013, 2013. http://www.w3.org/TR/sparql11-service-description/.

[WIY09] T. Watanabe, S. Ito, and K. Yokoi. Co-occurrence histograms of oriented gradients for
pedestrian detection. PSIVT, LNCS, 5414:37–47, 2009.

[WMM+09] Jens Wawerla, Shelley Marshall, Greg Mori, Kristina Rothley, and Payam Sabzmeydani.
BearCam: Automated Wildlife Monitoring at the Arctic Circle. Machine Vision and
Applications, 20(5):303–317, April 2009.

[WSL+13] Michael J. Wilber, Walter J. Scheirer, Phil Leitne, BrianBoult, James Zott, Daniel
Reinke, David Delaney, and Terrance Bolt. Animal Recognition in the Mojave Desert:
Vision Tools for Field Biologists. In Workshop on the Applications of Computer Vision
(WACV), Clearwater Beach, Florida, USA, 2013.

[WV03] Yao Wang and Julita Vassileva. Trust and reputation model in peer-to-peer networks.
In Peer-to-Peer Computing, 2003.(P2P 2003). Proceedings. Third International Confer-
ence on, pages 150–157. IEEE, 2003.

[WYG+09] John Wright, Allen Y Yang, Arvind Ganesh, S Shankar Sastry, and Yi Ma. Robust
face recognition via sparse representation. IEEE transactions on pattern analysis and
machine intelligence, 31(2):210–27, February 2009.

[WYY+10] J. Wang, J. Yang, K. Yu, F. Lv, T. Huang, and Y. Gong. Locality-constrained linear cod-
ing for image classification. In Conference on Computer Vision and Pattern Recognition
(CVPR), pages 3360–3367, San Francisco, CA, USA, 2010.

[XHS+10] Qing Xie, Zi Huang, Heng Tao Shen, Xiaofang Zhou, and Chaoyi Pang. Efficient and
continuous near-duplicate video detection. In 2010 12th Asia Pacific Web Conference
(APWEB), pages 260–266, 2010.

[YCCY13] Daode Yang, Sikan Chen, Yuanhui Chen, and Yuying Yan. Using Head Patch Pattern as a
Reliable Biometric Character for Noninvasive Individual Recognition of an Endangered
Pitviper Protobothrops Mangshanensis. Asian Herpetological Research, 4(2):134–139,
2013.

[YKA02] M.H. Yang, D.J. Kriegman, and N. Ahuja. Detecting faces in images: A survey. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 24(1):34–58, 2002.

[YRH+10] Junyong You, Ulrich Reiter, Miska M Hannuksela, Moncef Gabbouj, and Andrew
Perkis. Perceptual-based quality assessment for audio–visual services: A survey. Signal
Processing: Image Communication, 25(7):482–501, 2010.

136

http://www.w3.org/TR/sparql11-service-description/


[YWK10] Gilbert Yammine, Eugen Wige, and André Kaup. A no-reference blocking artifacts vis-
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